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Preface 

The Fourth International Conference on Advanced Data Mining and Applications 
(ADMA 2008) will be held in Chengdu, China, followed by the last three successful 
ADMA conferences (2005 in Wu Han, 2006 in Xi'an, and 2007 Harbin). Our major 
goal of ADMA is to bring together the experts on data mining in the world, and to 
provide a leading international forum for the dissemination of original research results 
in data mining, including applications, algorithms, software and systems, and different 
disciplines with potential applications of data mining. This  goal has been partially 
achieved in a very short time despite the young age of the conference, thanks to the 
rigorous review process insisted upon, the outstanding list of internationally renowned 
keynote speakers and the excellent program each year. ADMA is ranked higher than, 
or very similar to, other data mining conferences (such as PAKDD, PKDD, and SDM) 
in early 2008 by an independent source: cs-conference-ranking.org.  

This year we had the pleasure and honor to host illustrious keynote speakers. Our 
distinguished keynote speakers are Prof. Qiang Yang and Prof. Jiming Liu. Prof. Yang 
is a tenured Professor and postgraduate studies coordinator at Computer Science and 
Engineering Department of Hong Kong University of Science and Technology. He is 
also a member of AAAI, ACM, a senior member of the IEEE, and he is also an asso-
ciate editor for the IEEE TKDE and IEEE Intelligent Systems, KAIS and WI Journals. 
Since 2002, he has published 27 journal papers and 53 conference papers including 8 
top conferences such as AAAI, KDD, SIGIR, etc. Prof. Liu is Professor and Head of 
Computer Science Department at Hong Kong Baptist University. He was a tenured 
Professor and Director of School of Computer Science at University of Windsor, 
Canada. He has published over 200 research articles in refereed international journals 
and conferences, and a number of books. Prof. Liu has served academic and profes-
sional communities in various capacities, e.g., presently as Editor-in-Chief of Web 
Intelligence and Agent Systems, Associate Editor of IEEE Transactions on Knowl-
edge and Data Engineering and Computational Intelligence, etc. 

This year ADMA received totally 304 paper submissions from 21 different coun-
tries, making it, yet again, a truly international conference. A rigorous process of 
pre-screening and review involved 89 well-known international program committee 
members and 2 program co-chairs, in addition to numerous external reviewers. This 
screening process yielded the remarkable papers organized in these proceedings 
with 35 regular papers and 43 short papers, bearing a total acceptance rate of 
25.6%. 

Earthquakes on May 12th, 2008 changed the original schedule but never changed 
the authors’ great support and the organizers’ huge efforts to make ADMA succeed. 
During the hard days, we received numerous emails or calls asking and consoling 
about our situation. And the steering committee has given us enormous help and 
guidance. We have resumed work only days after the earthquake. With the help, 
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consideration and hard work of all organizers, authors, and conference attendees, 
ADMA 2008 will become another successful international conference in the data 
mining community.  
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Abstract. Many existing data mining and machine learning techniques are 
based on the assumption that training and test data fit the same distribution. 
This assumption does not hold, however, as in many cases of Web mining and 
wireless computing when labeled data becomes outdated or test data are from a 
different domain with training data. In these cases, most machine learning 
methods would fail in correctly classifying new and future data. It would be 
very costly and infeasible to collect and label enough new training data. Instead, 
we would like to recoup as much useful knowledge as possible from the old 
data. This problem is known as transfer learning. In this talk, I will give an 
overview of the transfer learning problem, present a number of important direc-
tions in this research, and discuss our own novel solutions to this problem. 

                                                           
* A Keynote Talk presented at the Fourth International Conference on Advanced Data Mining 

and Applications (ADMA’08), Chengdu, China, October 8-10, 2008. 
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Abstract. Future data-mining challenges will lie in the breakthroughs in new 
computational paradigms, models, and tools that can offer scalable and robust 
solutions to complex data-mining problems.  The problems of such a nature can 
be: (1) petabyte-scale (e.g., mining Google books or social networks), (2) dy-
namically-evolving (e.g., detecting air traffic patterns, market trends, and social 
norms), (3) interaction-rich as well as trans-disciplinary (e.g., predicting and 
preventing world economic and/or ecological crisis), and/or (4) highly-
distributed (e.g., security and adaptive computing, such as community evolu-
tion, in pervasive environments). Toward this end, various computing ideas and 
techniques have been proposed and explored that explicitly utilize the models of 
computational autonomy as inspired by nature.  This talk focuses on one of 
such research initiatives, which concerns the development of an unconventional 
computing paradigm, called Autonomy-Oriented Computing (AOC).  In general, 
AOC tackles a complex computing problem by defining and deploying a system 
of local autonomy-oriented entities.  The entities spontaneously interact with 
their environments and operate based on their behavioral rules.  They self-
organize their structural relationships as well as behavioral dynamics, with  
respect to some specific forms of interactions and control settings.  Such a  
capability is referred to as the self-organized computability of autonomous enti-
ties. In this talk, we will examine basic concepts and principles in the develop-
ment of an AOC system, and present some related data-mining examples in the 
area of complex networks, e.g., unveiling community structures, characterizing 
the empirical laws of WWW user behavior, and/or understanding the dynamic 
performance of social networks. 

                                                           
* A Keynote Talk presented at the Fourth International Conference on Advanced Data Mining 

and Applications (ADMA’08), Chengdu, China, October 8-10, 2008. 



Improving Angle Based Mappings

Frank Rehm1 and Frank Klawonn2

1 German Aerospace Center
frank.rehm@dlr.de

2 University of Applied Sciences Braunschweig/Wolfenbuettel
f.klawonn@fh-wolfenbuettel.de

Abstract. Visualization of high-dimensional data is an important issue in data
mining as it enhances the chance to selectively choose appropriate techniques
for analyzing data. In this paper, two extensions to recent angle based multi-
dimensional scaling techniques are presented. The first approach concerns the
preprocessing of the data with the objective to lower the error of the subsequent
mapping. The second aims at improving differentiability of angle based mappings
by augmenting the target space by one additional dimension. Experimental results
demonstrate the gain of efficiency in terms of layout quality and computational
complexity.

1 Introduction

Many branches of industry, commerce and research put great efforts in collecting data
with the objective to describe and predict customer behavior or both technical and nat-
ural phenomena. Besides the size of such datasets, which make manual analysis imprac-
tical, data analysis becomes challenging due to a large number of attributes describing a
data object. As a very first step in the chain of data mining, visualization is very helpful
to understand some properties of multivariate data. Sophisticated techniques then are
needed to project (or map) such high-dimensional data on a plane or in a 3D space.
This paper adresses the domain of data visualization.

Multi-dimensional scaling (MDS) is a family of methods that seek to present im-
portant structures of the original data in a reduced number of dimensions. Commonly,
distances between pairs of objects are tried to preserve, when finding these mappings.
Recently, two new techniques - MDSpolar[1] and POLARMAP[2] - have been published
which produce 2D-layouts while trying to preserve pairwise angles between data ob-
jects. This approach allows easily to apply binning strategies that reduce computational
complexity drastically.

In this paper, we present some improvements concerning angle based projections.
Thus, an extension will be proposed that compensates the limitations of angle based
mappings, by arranging these layouts in three dimensions performing an additional step.
Further, we propose some suitable preprocessing strategies that can improved the layout
quality considerably.

The rest of the paper is organized as follows. In section 2 we describe the idea of
angle based multi-dimensional scaling. Section 3 describes a new data preprocessing
step. Section 4 presents the 3D-extension to angle based mapping and section 5 shows
results. Finally, we conclude with section 6.

C. Tang et al. (Eds.): ADMA 2008, LNAI 5139, pp. 3–14, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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2 Angle Based Mappings

When analyzing high-dimensional data, one is typically interested in visualizing the
data. A general overview of the data structure often excludes some hypothesis and helps
to follow other. Unfortunately it is not possible to visualize directly data that comprise
more than three attributes. A very common technique – multi-dimensional scaling –
provides dimension reduction without simply cutting away one ore more dimensions.
Instead, it arranges the data in a lower dimensional space, while trying to keep orig-
inal properties of the data. Usually, such methods try to preserve distances, i.e. dis-
similarities, between pairs of objects. Many applications have shown that MDS works
adequately. However, it is a matter of fact that, due to its quadratic character of dis-
tance considerations, distance based MDS techniques suffer under high computational
cost. This is why many research focused on the improvement of multi-dimensional
scaling [3, 4, 5, 6, 7].

In this section we briefly describe two angle based mapping techniques that speed-
up the mapping procedure but having another optimization criterion, namely preserv-
ing angles between pairs of objects. Both techniques have in common that the length
of each data vector will be preserved exactly and only angles need to be optimized.
This approach reduces the number of variables to optimize by half for 2D mappings.
One disadvantage of angle based mapping is the limitation to 2D. This issue will be
addressed after the following description of MDSpolar and POLARMAP.

2.1 MDSpolar

For a p-dimensional dataset X = {x1, . . . ,xn}, MDSpolar determines a 2-dimensional
representation in polar coordinatesY = {(l1,ϕ1), . . . ,(ln,ϕn)}, where the length lk of the
original vector xk is preserved and only the angle ϕk has to be optimized. This solution
is defined to be optimal, if all angles between pairs of data objects in the projected
dataset Y coincide as good as possible with the angles in the original feature space X .

A straight forward definition of an objective function to be minimized for this
problem, taking all angles into account, would be

E =
n

∑
k=2

k−1

∑
i=1

(|ϕi−ϕk|−ψik)2 (1)

where ϕk is the angle of yk, ψik is the positive angle between xi and xk, 0 ≤ ψik ≤ π .
E is minimal, if the difference of the angle of each pair of vectors of dataset X and
the corresponding two vectors in dataset Y is zero. The absolute value is chosen in
equation (1) because the order of the minuends can have an influence on the sign of the
resulting angle. As discussed in [1] equation (1) is not suitable for finding an analytical
solution or a gradient descent technique, since functional E is not differentiable in all
points. Instead, is it appropriate to optimize the following function

E =
n

∑
k=2

k−1

∑
i=1

(ϕi−ϕk−ψik)2. (2)
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which is easily differentiable. Disadvantageously, minimization of equation (2) would
not lead to acceptable results, because an angle between yi and yk, that might perfectly
match the angle ψik, ϕi−ϕk can either be ψik or −ψik. Therefore, when minimizing
functional (2) in order to actually minimize functional (1), one can take the freedom to
choose whether to be the term ϕi−ϕk or the term ϕk−ϕi to appear in equation (2).

Being free to choose between ϕi−ϕk and ϕk−ϕi in equation (2), one needs to take
the following into account

(ϕk−ϕi−ψik)2 = (−(ϕk−ϕi−ψik))2 = (ϕi−ϕk + ψik)2.

Therefore, instead of exchanging the order of ϕi and ϕk, one can choose the sign of ψik,
leading to

E =
n

∑
k=2

k−1

∑
i=1

(ϕi−ϕk−θikψik)2 (3)

with θik = {−1,1}. In order to solve this modified optimization problem of equation
(3) it is to take the partial derivatives of E , yielding

∂E
∂ϕk

=−2
k−1

∑
i=1

(ϕi−ϕk−θikψik). (4)

To fulfil the necessary condition for a minimum one sets equation (4) equal to zero and
solves it for the ϕk-values, which leads to

ϕk =
∑k−1

i=1 ϕi−∑k−1
i=1 θikψik

k−1
. (5)

Primarely, the solution is described by a system of linear equations. However, still the
signs in form of the θik-values need to be determined, which is usually done by an
interative algorithm that greedily changes stress diminishing signs θik.

2.2 POLARMAP

As for MDSpolar also POLARMAP maps p-dimensional data onto the plane with the
objective to preserve pairwise angles ψi jbetween data objects (xi,x j) as accurate as
possible. Vector lengths lk are preserved exactly. As an extension of MDSpolar, PO-
LARMAP learns a function f that provides for any p-dimensional feature vector xk the
corresponding angle ϕk that is needed to map the feature vector to a 2-dimensional
feature space.

Analogous to functional (1), intuitively one would define the objective function E as
follows:

E =
n−1

∑
i=1

n

∑
j=i+1

(∣∣ f (xi)− f (x j)
∣∣−ψi j

)2
. (6)

E is minimal, if, for each pair of feature vectors, the difference of the two angles, which
are computed by the respective function f is equal to the measured angle ψi j of the
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two vectors in the original space. Since functional (6) is not differentiable, again, it is
reasonable to consider the following function

E =
n−1

∑
i=1

n

∑
j=i+1

( f (xi)− f (x j)−ψi j)2 . (7)

while handling the thusly arising sign problem separately. Function f might be any
function, in the simplest case it is

f (x) = aT · x̃ (8)

where a is vector whose components are the parameters to be optimized and x̃ is the
feature vector x itself or a modification of x. In the simplest case

x̃ = x (9)

a = (a1,a2, . . . ,ap)T

will be used, where f describes in fact the linear combination of the components of x.
Replacing term f by the respective function

E =
n−1

∑
i=1

n

∑
j=i+1

(
aT x̃i−aT x̃ j−ψi j

)2
(10)

=
n−1

∑
i=1

n

∑
j=i+1

(
aT (x̃i− x̃ j)−ψi j

)2
(11)

and substituing x̃i− x̃ j by x̃i j and considering the signs θi j one finally gets

E =
n−1

∑
i=1

n

∑
j=i+1

(
θi ja

T x̃i j−ψi j
)2

. (12)

Again, stress minimizing signs, in form of θi j ∈ {1,−1}, can be iteratively determined
by means of a greedy algorithm (see [2]).

2.3 Binning

The computational complexity of angle based mappings would be fairly high when
intending to find the global minimum of E since all possible sign configurations should
be checked. Of course, this would be unacceptable. In this regard, the use of polar
coordinates for the target space and preserving the length of each feature vector allows
the application of binning techniques.

The length perseveration already guarantees a roughly correct placement of the fea-
ture vectors in the lower dimensional space. This property enables to reduce the com-
plexity of the algorithm based on the idea that it is chiefly important to map similar
feature vectors in the original space X close to each other in the target space, whereas
pairs of feature vectors with a large distance should also be mapped far away from each
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other. However, for vectors with a large distance, it is not important to match the origi-
nal distance exactly, but it is sufficient to make sure that they will not be mapped close
to each other. When the lengths of two vectors differ significantly, a certain distance be-
tween the projected vectors is already guaranteed, even if the angle between both does
not match at all. Using this property, it is not necessary to consider the angles between
all vectors. For those vectors having a significant difference in length, the angle can be
neglected.

Consequently, bins containing subsets of data objects can be defined over the vector
lengths. Feature vectors of similar length are represented by the same bin. Sorting the
data according to the vector lengths permits to easily implement the binning concept.
Then, in order to define the bins, the sorted dataset only has to be iterated until the
bin criterion has been violated first. The bin criterion can be controlled by a binning
function. In [1, 2], a generalization is discussed that introduces weighting functions
with the objective to weight angle differences and to control the binning procedure.
Introducing weights in MDSpolar leads to

E =
n

∑
k=2

k−1

∑
i=1

wik (ϕi−ϕk−θikψik)
2 (13)

and in POLARMAP to

E =
n−1

∑
i=1

n

∑
j=i+1

wi j
(
θi ja

T x̃i j−ψi j
)2

. (14)

When simply minimzing the relative error, wi j = 1/ψ2
i j can be chosen. In respects of

binning, an appropriate weighting function is used to control weights aiming to get
a preferably low number of non-zero weights, which will guarantee computational
efficiency.

3 Preprocessing for Angle Based Mappings

As discussed in the literature [1, 2], one preprocessing step is very important. Since
angles ψi j of pairs of objects (xi,x j) in the original space are defined to be positive (or
0 ≤ ψi j ≤ π respectively), it cannot be guaranteed to approximate these angles on the
plane properly, even for 2D datasets. This problem can be solved easily by translating all
feature vectors into the first quadrant. More generally, for a high-dimensional dataset
a translation can be applied that makes all components of data vectors non-negative.
For this, the largest negative value of each component occurring in the dataset must be
determined. These can be used as positive values of the corresponding components of
the translation vector. In the following we discuss some new approaches tp preprocess
the data in such a way that the mapping quality will be improved.

3.1 Increasing Vector Length Variability by Geometrical Transformations

As mentioned earlier, a roughly correct placement of the feature vectors in the target
space can be achieved taking the vector lengths into account. According to this, we
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assume that mappings can be improved when the initial data is characterized by a great
variability of vector lengths. Then, the starting stress should be considerably lower and
either, or both, the number of iterations until convergence and the final layout quality
should be improved.

Having this concept in mind, we propose to augment the vector length variability
of the dataset by means of geometrical transformations such as reflections on axes
and subsequent translation into the first quadrant. The terminal translation into the first
quadrant, i.e. making all components of data vectors non-negative, is important as dis-
cussed above. Note, these transformations do not change any inter-data properties. Since
MDSpolar and POLARMAP allow the transformation of new unseen data, all geometrical
transformations must be stored in order to process new data accordingly.

A simple measure, measuring the vector lengths variability v can be

v =
σl

l̄
(15)

where σl is the standard deviation (i.e. the variation) of the vector lengths and l̄ is the
mean vector length of the dataset. Only considering vector lengths variation would be
misleading sometimes. The quotient is suggestive because it describes the weighting of
variation with the mean vector lengths. Of course, the number of possible combinations
of consecutive geometrical transformations increases with the number of variables of
the data. Thus, when mapping datasets with many variables, only a sample of all trans-
formation combinations should be considered with regard to computational costs. From
the list of all gathered v, the dataset with the greatest quotient v would be the choice to
be mapped.

3.2 Increasing Vector Length Variability by Principal Axis Transformation

Principal axis transformation is a technique used to arrange a multi-dimensional dataset
along its principal axes regarding their variances. As a result, a new dataset will be
created whose inter-data properties have not changed but whose new variables comprise
partial components of all original variables (i.e. the principal components). The first new
component comprises the highest variance of the data. All remaining components will
be ordered, decreasing with its respective variance.

This first step guarantees a fairly high variation in the vector lengths. However, since
a translation into the first quadrand is mandatory, the vector lengths variation can be
augmented by means of a rotation about 45° with respect to all axes except the x-axis
(or generally the first axis).

Advantageous to the previous approach is the one-time transformation that provides
an efficient arrangement of the data ensuring high vector lengths variations. The trans-
formation of new data, as well as backward transformation is easily possible, when
storing eigenvectors and translation vectors from the axis transformation and geometri-
cal translation.

4 A 3D-Extension to Angle Based Mappings

Angle based mappings, as discussed above, are strictly limited to 2D so far. However, it
is obvious that a third dimension for the mapping could lower the transformation stress
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1: Given a dataset X = {x1,x2, . . . ,xn} ⊂ R
p

2: Compute [X ′,Φ ] = ANGLEBASEDMAPPING(X ,BINSIZE)

3: Randomly initialize H = {h1,h2, . . . ,hn}⊂R

4: Compute dx
i j, i, j = 1, . . . ,n

5: Define learning rate α

6: Define threshold Ẽ

7: repeat

8: Compute dy
i j, i, j = 1, . . . ,n

9: Compute ∂ E/∂ hk, k = 1, . . . ,n

10: Update hk = hk−α ∂ E
∂ hk

, k = 1, . . . ,n

11: until ∑n
k=1

∂ E
∂ hk

< Ẽ

12: Output projected data Y = {y1,y2, . . . ,yn} ⊂ R
3

Algorithm 1. 3D-Extension to angle based mappings

and up the information gain. For this reason, we propose in this section an extension
that opens a third dimension on the basis of angle based mappings. As for conventional,
i.e. distance based, multi-dimensional scaling, we propose to minimize a distance based
stress function:

E =
n

∑
k=1

n

∑
i=k+1

(dy
ik−dx

ik)
2 (16)

with dx
i j for the pairwise distances in the original space dx

i j =
∥∥xi− x j

∥∥ and dy
i j, the

pairwise distances in the 3D target space dy
i j =
∥∥yi− y j

∥∥. Then, vectors in the target
space have the following form

y =

⎛⎝ l · cosϕ
l · sinϕ

h

⎞⎠
with h as the parameter zu optimize. Accordingly, distance dy

ik of two vectors in the
target space is

dy
ik =
√

(li cosϕi− lk cosϕk)
2 +(li sinϕi− lk sinϕk)

2 +(hi−hk)
2. (17)

Stress function (16) can be easily minimized applying a gradient descent technique.
For this purpose we need the partial derivatives of E for hk, the parameter we are looking
for.



10 F. Rehm and F. Klawonn

As a first we derive equation (17) partially for hk we get

∂dy
ik

∂hk
=

1
2

(
(li cosϕi− lk cosϕk)

2

+ (li sinϕi− lk sinϕk)
2 +(hi−hk)

)− 1
2

· 2(hi−hk) · (−1)

simplifying to

∂dy
ik

∂hk
=− 1√

(ri cosϕi− lk cosϕk)
2 +(li sinϕi− lk sinϕk)

2 +(hi−hk)

· (hi−hk)

= − 1
dy

ik

· (hi−hk)

= −hi−hk

dy
ik

.

Finally, in order to minimize the stress function (16) we take the partial derivatives for
hk obtaining

∂E
∂hk

=−2 ∑
i�=k

(dy
ik−dx

ik)
hi−hk

dy
ik

. (18)

Considering a learning rate α we get the following update equation

hk = hk−α
∂E
∂hk

. (19)

Algorithm 1 describes the general iterative procedure schematically. In order to pre-
serve simplicity in this scheme, the use of bins is not considered. Of course, it is very
efficient to use the same bins as already used by the angle based mapping since gradient
calculations can then be limited to a small sample of the entire data yielding slightly
higher stress values only.

5 Experiments

In this section we discuss some experimental results on various benchmark datasets: the
Iris data, the Wine data and a synthetic dataset.

5.1 Preprocessing for Angle Based Mappings – Experimental Results

Figure 1(a) shows a simple 2-dimensional synthetic dataset that ideally shows some
characteristics of the proposed preprocessing steps. The dataset contains one hundred
data points that scatter around the point of origin with a radius of approximately ten
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length units. That means that the vector lengths are roughly identical and the data is
primarily differentiated via the angles. Results for the proposed geometrical transfor-
mations and the principal axis transformation are shown in figure 2 for various bin
sizes used for the angle based mapping1. The figure shows graphs for four different
stress measures: (a) Sammon stress [8] on a POLARMAP transformation using absolute
angles, (b) Sammon stress using weighted angles, (c) absolute POLARMAP stress and
(d) weighted POLARMAP stress. From these graphs it can be seen that data represen-
tations having low vector length variations yield considerably smaller stress values,
except for the Sammon stress for absolute angle optimization. The impact of the bin
size, which is fairly high for low vector length variations, is negligible when increasing
the vector length variations. The results for the geometrical transformation and the prin-
ciple axis transformation (PAT) differ slightly. In the graphs these curves overlap almost
completely.

Figures 3 and 4 show the results on the Iris dataset and the Wine dataset. In the
majority of cases, increasing bin sizes improve the layout quality, which is not sur-
prising. Regarding the proposed preprocessing steps, no definite picture can be gained.
Sometimes the expected improvements can be observed, sometimes not. For high vec-
tor lengths variability based mappings it can be observed that an increase of the bin
size has only little impcat on the layout quality, when a certain level is reached (see
figure 4(a), 4(b) and 4(c)). This confirms that the vector lengths based bining strategy
leads to reasonable results. Mostly, PAT based transformations lay between low and
high vector length variability based tranformations and yield the most stable good qual-
ity results.

5.2 3D-Extension to Angle Based Mappings – Experimental Results

Figures 1(b) and 1(c) show experimental results of the proposed 3D-extension for angle
based mappings on two well known benchmark datasets. The Iris dataset contains three
classes of fifty instances each, where each class refers to a type of iris plant [9]. The
Wine dataset results from a chemical analysis of wines grown in the same region in
Italy but derived from three different cultivars. The analysis determined the quantities
of thirteen constituents found in each of the three types of wines (which form the class
attribute). In the figures, each class is represented be a respective symbol (class 1: �,
class 2: �, class 3: ◦). Both mappings are obtained using POLARMAP and the 3D-
extension. Basis for the Iris mapping is a weighted POLARMAP transformation using a
bin size of 20. As basis for the Wine mapping, a weighted POLARMAP transformation
is used with a bin size of 40. Figures 3(b) and 4(b) show that these mappings have
low stress values and should be suitable basis for the extension. The bin sizes from the
basis mapping are kept. The Iris mapping clearly benefits from the 3D-extension. While
class 1 can be distinguished easily on the plane already, the remaining two classes are
stretched over the third dimension which helps to separate them. For the Wine data
only little improvement can be denoted. Admittedly, class 1 and class 2 are hardly
distinguishable also in higher dimensional spaces.

1 All examples given in this paper are obtained using POLARMAP. Note, that similar results will
be obtained using MDSpolar.
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(a) Synthetic dataset quarter circle.
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(b) Iris dataset (POLARMAP-3D).
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(c) Wine dataset (POLARMAP-3D).
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(a) Sammon stress on angle based
mappings using absolute angles
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ing absolute angles
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6 Conclusion

In this paper we considered the subject of angle based mappings. This form of multi-
dimensional scaling allows efficient computations of 2D-transformations. We proposed
two new techniques that improve the layout quality of angle based mappings. The first
addresses the preprocessing of the raw data, such that high vector lengths variability can
be gained. We could show by means of some benchmark datasets that lower stress val-
ues will be obtained and smaller bin sizes can be used. Consequently, the computational
complexity can be slightly decreased. The second consists of a 3D-extension to angle
based mapping techniques. Therewith, the earlier 2D-limitation can be compensated
and more insight can be gained by means of the resulting 3D-mappings. Preprocess-
ing methods that transform the raw data such that the vector lengths variability will be
maximized will be subject of future research.

References

[1] Rehm, F., Klawonn, F., Kruse, R.: Mdspolar - a new approach for dimension reduction to
visualize high dimensional data. In: Famili, A.F., Kok, J.N., Pena, J.M., Siebes, A., Feelders,
A. (eds.) IDA 2005. LNCS, vol. 3646, pp. 316–327. Springer, Heidelberg (2005)

[2] Rehm, F., Klawonn, F., Kruse, R.: Polarmap - a new approach to visualisation of high di-
mensional data. In: IEEE Proceedings of the Tenth International Conference on Information
Visualisation (IV 2006), London, pp. 731–740 (2006)

[3] Chalmers, M.: A linear iteration time layout algorithm for visualising high-dimensional data.
In: Proceedings of IEEE Visualization 1996, San Francisco, CA, pp. 127–132 (1996)

[4] Faloutsos, C., Lin, K.: A fast algorithm for indexing, data-mining and visualization of tradi-
tional and multimedia datasets. In: Proceedings of ACM SIGMOD International Conference
on Management of Data, San Jose, CA, pp. 163–174 (1995)

[5] Morrison, A., Ross, G., Chalmers, M.: Fast multidimensional scaling through sampling,
springs and interpolation. Information Visualization 2, 68–77 (2003)

[6] Pekalska, E., Ridder, D.D., Duin, R.P.W., Kraaijveld, M.A.: A new method of generalizing
sammon mapping with application to algorithm speed-up. In: Boasson, M., Kaandorp, J.A.,
Tonino, J.F.M., Vosselman, M.G. (eds.) Proceedings of the 5th Annual Conference of the
Advanced School for Computing and Imaging (ASCI 1999), pp. 221–228 (1999)

[7] Williams, M., Munzner, T.: Steerable, progressive multidimensional scaling. In: Proceedings
the 10th IEEE Symposium on Information Visualization, Austin, TX, pp. 57–64 (2004)

[8] Sammon, J.W.: A nonlinear mapping for data structure analysis. IEEE Transactions Com-
puter C-18, 401–409 (1969)

[9] Fisher, R.A.: The use of multiple measurements in taxonomic problems. Annual Eugenics 7,
Part II, 179–188 (1936)



C. Tang et al. (Eds.):  ADMA 2008, LNAI 5139, pp. 15–26, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Mining Natural Language Programming Directives with 
Class-Oriented Bayesian Networks 

Manolis Maragoudakis1, Nikolaos Cosmas2, and Aristogiannis Garbis2 

1 Artificial Intelligence Laboratory, University of the Aegean 
83200 Samos, Greece 
mmarag@aegean.gr 

2 Network Technologies Laboratory, Technical Education Institute of Messolonghi 
30200, Messolonghi, Greece 

{ncosmas,agarbis}@teimes.gr 

Abstract. Learning a programming language is a painstaking process, as it  
requires knowledge of its syntax, apart from knowing the basic process of rep-
resenting logical sequences to programming stages. This fact deteriorates the 
coding process and expels most users from programming. Particularly for nov-
ice users or persons with vision problems, learning of how to program and trac-
ing the syntax errors could be improved dramatically by using the most natural 
of all interfaces, i.e. natural language. Towards this orientation, we suggest a 
wider framework for allowing programming using natural language. The 
framework can be easily extended to support different object-oriented pro-
gramming languages such as C, C++, Visual Basic or Java. Our suggested mod-
el is named “Language Oriented Basic” and it concerns an intelligent interface 
that supports code creation, modification and control in Visual Basic. Users can 
use simple-structured Greek sentences in natural language and the system can 
output the corresponding syntactic tree. When users declare end of input, the 
system transforms the syntactic trees to source code. Throughout the whole in-
teraction process, users can check the under-development code in order to ver-
ify its correspondence to their expectations. Due to the fact that using natural 
language can cause a great degree of ambiguity, Bayesian networks and learn-
ing from examples have been utilized as an attempt to reason on the most prob-
able programming representation, given a natural language input sentence. In 
order to enhance the classifier, we propose a novel variation of Bayesian net-
works that favor the classification process. Experimental results have depicted 
precision and recall measures in a range of 73% and 70% respectively. 

1   Introduction 

Since the early 1980s, researchers have pointed out the significance of natural lan-
guage as a means of instructing commands in a programming language. The term 
“Natural Language Programming” has been proposed ([2],[14],[17]) to represent the 
process where humans interact with machines in their own language. The ability to 
program in natural language instead of traditional programming languages would 
enable people to use familiar constructs in expressing their requests, thus making 
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machines accessible to a wider user group. Automatic speech recognition and synthe-
sis devices could eventually smooth the communication even further. 

On the other side, scientists like [4],[15] and [18] have argued that the semantic and 
syntactic hypothesis space for such a task is too large to be handled by current tech-
nology. Users are able to use a plethora of natural language expressions instead of 
providing input in a strict syntactic manner like most programming languages define. 
This voluminous and very detailed set could deteriorate the parsing phase, leading to 
significant time delays. Moreover, this vagueness and ambiguity may result in poor 
translations of what users actually meant by the machine. A third argument asserts 
that no one would use a natural language programming system, even if one existed, 
because it would be too verbose. Why should one be willing to input long and wordy 
descriptions of a desired computation when there exist simple, easy to learn, and con-
cise notations for doing the same thing? 

Reasonable as these arguments may seem, the present work will attempt to show 
that some of them can be effectively handled using careful system design and the 
strength of an artificial intelligence discipline, called machine learning. Machine 
Learning describes the process of making machines able to automatically infer about 
the world. We propose a system called “Language-Oriented Basic” that can cope with 
simple Visual Basic programming commands, written in natural language. The sys-
tem is based on learning from examples, in a sense that domain knowledge about the 
programming language is being encoded to it through past experience. By past ex-
perience we mean user input in natural language that has been annotated in order to 
form the training set for the machine learner. The collection of such data was carried 
out using the Wizard of Oz methodology, in which users were supposed to interact 
with a machine, instructing it using sentences in Modern Greek, only that a domain 
expert was behind the machine throughout the whole experiment. Upon completion of 
the annotation phase, Bayesian networks were utilized in order to infer on the most 
probable programming interpretation, given the input of the user. The whole architec-
ture, as well as the linguistic tools that were used, shall be discussed in the next  
section. 

1.1   Background 

The first attempts in natural language programming were rather ambitious, targeting 
the generation of complete computer programs that would compile and run. As an 
example, the “NLC” prototype [1] aimed at creating a natural language interface for 
processing data stored in arrays and matrices, with the ability of handling low level 
operations such as the transformation of numbers into type declarations. This trend 
was not followed and thus, more recently, researchers have attempted to re-look at the 
problem of natural language programming, but with more realistic anticipations, and 
with a different, much larger pool of resources (e.g. broad spectrum commonsense 
knowledge, the Web) and a suite of significantly advanced publicly available natural 
language processing tools. Pane & Myers [12] conducted a series of studies with non-
programming fifth grade users, and identified some of the programming models im-
plied by the users’ natural language descriptions. In a similar way, Lieberman &  
Liu [9] have conducted a feasibility study and showed how a partial understanding of 
a text, coupled with a dialogue with the user, can help non-expert users make their 
intentions more precise when designing a computer program. Their study resulted in a 
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system called METAFOR [10], able to translate natural language statements into class 
descriptions with the associated objects and methods. A similar area that received a 
fair bit of attention in recent years is the construction of natural language interfaces to 
databases, which allows users to query structured data using natural language ques-
tions. For instance, the system described in [7], implements rules for mapping natural 
to “formal” languages using syntactic and semantic parsing of the input text.  
This paper is structured as follows: Section 2 discusses the architecture of the pro-
posed system describing the linguistic aspects of the approach. In Section 3, we refer 
to the Machine Learning algorithms that formed the basis of our inferring module, 
while Section 4 discusses the experimental results, followed by the concluding  
remarks. 

2   The Language-Oriented Basic System 

The system is comprised of three basic phases; a) a natural language processing sub-
system, which takes a Greek sentence and uses Machine Learning methods to esti-
mate the most probable interpretation to programming code (e.g. loops, arrays, control 
structures, etc) b) a module for transforming syntactic trees to source code and c) a 
module for managing the intercourse (e.g. if the user writes add, it may imply the 
addition operation of the inclusion of a new variable). Fig. 1 illustrates the intercon-
nection of the system modules, as regards to the interaction process. Initially, the 
input is provided in text form, using Modern Greek, describing a programming direc-
tive. The natural language processing system is activated to retrieve any parts of the 
sentence triggering the programming elements such as arrays, variables, control struc-
tures, etc. By using intelligent techniques, the most probable element is identified, 
which is coded in the form of a tree. If the structure of the tree is complete, meaning 
that all nodes have the expected values (e.g. in a for loop, the initial count, the condi-
tion and the step have been identified) the source code module is transcribing the tree 
to code. The code is visible to the user for any corrections and can be saved to a file. 
If the tree is missing some parts, the interaction module asks the user for supplemen-
tary information. 

2.1   Implementation 

The association to programming directives of an input query could be considered as 
the process of searching for the optimal (most probable) programming commands 
through the space of candidate similar commands for a specific language, provided 
the lexical and syntactic items that define the meaning of the query. In our approach, a 
stochastic model for modeling programming code disambiguation is defined over a 
search space H*T, where H denotes the set of possible lexical contexts that could be 
identified within an input query {h1,…,hk} or “input variables” and T denotes the set 
of the allowable programming commands {t1,…,tn}. Using Bayes’ rule, the probability 
of the optimal interpretation Topt equals to: 

1 1 1

argmax argmax argmax
n n n

opt
T (t ...t ) T (t ...t ) T (t ...t )

p(H |T)p(T)
T p(T | H) p(H |T)p(T)

p(H)∈ ∈ ∈
= = =  (1) 
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Fig. 1. Course of information when parsing the user input by the Language Oriented Basic 
system 

The objective is to estimate the terms of the above equation for a given input vec-
tor of lexical items ({h1,…,hk}). As an example, consider the following input sentence: 

“Declare an integer with value 0.” 
The system should first recognize the items of the input that define the meaning  

(Declare, integer, value) and estimate the probability the programming directive 
“Variables” have over the other directives (e.g. Arrays, Loop, Functions, etc). If this 
probability outclasses the other, then we can assume that the system has correctly 
recognized that this sentence implies the declaration of a variable. In other words, as 
section 3 explains, classification is needed in order to infer on the most probable pro-
gramming command. 

In order to obtain a pool of input examples, we ask 20 different users with varying 
experience in programming to supply 25 sentences, covering notions such as variable 
declaration, operands, loops, control structures with one condition (simple if then-
else) and arrays. The set of training examples was annotated with morphology infor-
mation, phrase chunking and simple SVO tags. 

2.2   Linguistic Tools 

As regards to the morphological analyzer, the problem is generally not deterministic 
and many approaches have been proposed to deal with it. In our implementation we 
have used a straightforward approach that is language independent, requires no model 
of the language or any other type of pre-programmed linguistic information and uses a 
single data structure. The structure is a specially structured lexicon that contains the 
lemmas, the inflected forms of the words and their grammatical features stored in a 
Directed Acyclic Word Graph (DAWG). The structure has certain similarities to a 
lexical transducer: it incorporates surface and lexical forms as well as the appropriate 
morphological information. It differs in the way these forms and information are 
stored. The analyzer is able to identify 10,000 words per second on a modest PC. 

The phrase boundary detector, or chunker, is based on very limited linguistic re-
sources, i.e. a small keyword lexicon containing some 450 keywords (articles,  
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pronouns, auxiliary verbs, adverbs, prepositions etc.) and a suffix lexicon of 300 of 
the most common word suffixes in MG. In a first stage the boundaries of non-
embedded, intra-sentential noun (NP), prepositional (PP), verb (VP) and adverbial 
phrases (ADP) are detected via multi-pass parsing. Smaller phrases are formed in the 
first passes, while later passes form more complex structures. In a second stage the 
head-word of every noun phrase is identified and the phrase inherits its grammatical 
properties. Upon completion of the afore-mentioned phase, a shallow syntactic parser 
is involved, in order to extract the tuples of SVO (subject, verb, direct and indirect 
object) of each main and secondary clause. This parser is a rule based one, where the 
rules were introduced by a linguist with experience in medical terminology. 

3   Bayesian Classifiers 

Classification is known to be a fundamental concept in the fields of data mining and 
pattern recognition. It requires the construction of a function that assigns a target or 
class label to a given example, described by a set of attributes. This function is re-
ferred to as a “classifier”. There are numerous machine learning algorithms such as 
neural networks, decision trees, rules and graphical models that attempt to induce a 
classifier, given a set of annotated, pre-classified instances. The ability of that classi-
fier to generalize over the training data, i.e. to perform well on new, unseen examples, 
is of great importance for any domain, including natural language programming.  

While Bayesian graphical models were known for being a powerful mechanism for 
knowledge representation and reasoning under conditions of uncertainty, is was only 
after the introduction of the so-called Naïve Bayesian classifier ([5],[8]) that they 
were regarded as classifiers, with a prediction performance similar to state-of-the-art 
classifiers. The Naïve Bayesian classifier performs inference by applying Bayes rule 
to compute the posterior probability of a class C, given a particular vector of input 
variables Ai. It then outputs the class whose posterior probability is the highest. Re-
garding its computational cost, inference in Naïve Bayes is feasible, due to two  
assumptions, yet often unrealistic for real world applications: 

• All the attributes Ai are conditionally independent of each other, given the classifi-
cation variable. 

• All other attributes are directly dependent on the class variable. 

Despite the fact that Naïve Bayes performs well, it is obviously counterintuitive to 
ignore the correlation of the variables in some domains. Bayesian networks [13]  
provide a comprehensive means for effective representation of independence assump-
tions. They are capable of effectively coping with the non-realistic naïve Bayes re-
striction, since they allow stating conditional independence assumptions that apply to 
all or to subsets of the variables. A Bayesian network is consisted of a qualitative and 
quantitative portion, namely its structure and its conditional probability distributions 
respectively. Given a set of attributes A={A1,…,Ak}, where each variable Ai could take 
values from a finite set, a Bayesian network describes the probability distribution over 
this set of variables. We use capital letters as X,Y to denote variables and lower case 
as x,y to denote values taken by these variables. Formally, a Bayesian network is an 
annotated Directed Acyclic Graph (DAG) that encodes a joint probability distribution. 
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We denote a network B as a pair B=<S,P> where S is a DAG whose nodes corre-
spond to the attributes of A. P refers to the set of probability distributions that quanti-
fies the network. S embeds the following conditional independence assumption: 

Each variable Ai is independent of its non-descendants given its parent nodes. P in-
cludes information about the probability distribution of a value ai of variable Ai, given 
the values of its immediate predecessors in the graph, which are also called “parents”. 
This probability distribution is stored in a table, which is called conditional probabil-
ity table. The unique joint probability distribution over A that a network B describes 
can be computed using: 

1
1

)( ,..., ) | (( )
n

B n i i
i

p A A p A parents A
=

= ∏  (2) 

3.1   Learning Bayesian Networks from Data 

There are actually two known methodologies for determining the structure of a 
Bayesian network. The former is manually, by a human domain expert who should 
provide the interconnection of the variables. The latter is to having the structure de-
termined automatically by learning from a set of training instances. Regarding the 
learning of the conditional probability table of a network, the same principle applies. 
The parameters of the table could either be provided manually by an expert or esti-
mated automatically through a learning procedure. The task of handcrafting the pa-
rameters is a laborious one. Besides, in some applications it is simply infeasible for a 
human expert to know a priori both the structure and the conditional probability  
distributions. 

The Bayesian learning process demonstrates an asymptotic correctness in terms of 
producing a learned network that is a close approximation of the probability distribu-
tion of a domain (assuming that the training instances are generated independently 
from a fixed distribution). However, in practice there are cases where the learning 
process returns a network with a relative good probability over the data, yet with a 
poor classification performance. In order to portray the reason for the discrepancy 
between good predictive accuracy and good Bayesian learning score, recall the 
Bayesian or MDL (Minimal Description Length) score [16], which provides a metric 
for determining the most probable network structure over a given training set. The 
MDL score of a network B given a training dataset D is given by: 

log
( | ) ( | )

2

n
MDL B D B LL B D= −  (3) 

where |B| is the number of parameters in the network and n the number of features in 
the instances. In the above subtraction the first term represents the length of describ-
ing the network B in terms of bit while the second term is the log likelihood of B 
given D. Regarding a classification task, the log likelihood function is described by: 

1 1

1 1

( | ) log ( | , ..., ) log ( , ..., )
n n

B B n

i i

nLL B D p C A A p A A
= =

= +∑ ∑  (4) 



 Mining Natural Language Programming Directives 21 

The first term in the above sum estimates how well the network B approximates 
the probability of a class given the attributes. This is actually the most classification-
related among the two. The second term expresses the ability of B to reflect the joint 
distribution of the attributes. Unfortunately, the second term governs the first one 
since the number of possible attribute combinations grows exponentially in their num-

ber n. Thus, the log of the probability 
1

( ,..., )
B n

p A A  will grow large [3]. 

It is more than obvious that we need a network structure that will accurately reflect 
the distribution of the attributes of a domain. Additionally, it will also perform well 
when it comes to classification. Some alternative network structures such as Tree-
Augmented Naïve Bayes (TAN), and Bayesian Network Augmented Naïve Bayes 
(BAN) [6] consider that all attributes are affected by the class node. Perhaps this ap-
pears to be reasonable and sound, however when classifying, one might only want to 
take the really important attributes into account. The Bayesian theory suggests that 
only the nodes which are in the Markov blanket of the class node actually affect the 
class. This is not the case in the structures mentioned above, where their topology 
implies that all the attributes play a role in classification. In other words, no feature 
selection is performed. 

Therefore, we propose a novel algorithm for learning Bayesian networks from data 
with a classification-oriented structure. This new type of network is called Class-
Oriented Bayesian Belief Network or ‘COr-BBN’. We argue that a COr-BBN is suit-
able for classification since it retains the probability distribution of the domain and it 
also performs a feature selection for the given class. Unlike the unsupervised ap-
proach of the BBN learning technique, a COr-BBN knows the class prior to learning 
its structure and forces a potential arc from an attribute to the class to be reversed. By 
this approach, the class is always the cause of an attribute, thus when it comes to 

predict probability 
1 n

p C A A( | , ..., ) , by Bayes’ rule it is transformed into 

1

1

1

n

n

n

p A A C p C
p C A A

p A A
=

( ,..., | ) ( )
( | ,..., )

( ,..., )
, where the term 

1 n
p A A C( ,..., | )  can easily 

be inferred according to the conditional probability table stored in the network. By 
imposing restrictions as regards to the direction of arcs, we can actually learn the 
optimal set of attributes that belong to the Markov Blanket of class C in computa-

tional time of O(2n2
/2). Recall that learning an undirected Bayesian network from 

data is an NP-hard problem [11]. 
The algorithmic analysis of the COr-BBN learning procedure is described below: 

Given a dataset X, containing a set of attributes 
A1,…,An and a class C: 
1. Compute the mutual information 

a c

i

p a c
I A C p a c

p a p c
= ∑

,

( , )
( ; ) ( , ) log

( ) ( )
 between each attribute and 

the class C. 
2. Set an edge constraint bias for arcs directing from 

each attribute to the class. 
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3. Using the MDL score, find the most probable network 
structure. Annotate the weight of each edge from X 
to Y found by I(X;Y). 

4. Build a maximum weighted Bayesian network and esti-
mate the conditional probability table using the 
Expectation-Maximization (EM) algorithm. 

Theorem 1. Given a dataset D of N instances, containing a set of n attributes 
A1,…,An and a class C, the COr-BBN learning procedure builds a network in time 

complexity of O(2n2
/2) and with maximum log likelihood. 

Proof . The log-likelihood can be reformulated as follows [6]:  

( | ) ( ; )
i

i X
LL B D N I X PAR= ∑  (5) 

where Xi symbolizes any of the attributes or the class and PARXi is the set of parent 
nodes of Xi. Thus, if we maximize the first term of the above equation, we also maxi-
mize the log likelihood. Concerning the COr-BBN model, the class has no parents 

while the other attributes may have it as one. Thus, we have 0( ; )CI C PAR =  and 

( ) ( ); ; ,
i ii A i AI A PAR I A PAR C=  if Ai has parent nodes other than C or 

( ; ) ( ; )
ii A iI A PAR I A C=  if Ai has no other parents other than the class. So, we need to 

maximize the term 
i

i A i
I A PAR C I A C+∑ ∑( ; , ) ( ; ) . By using the chain law 

( ( ; , ) ( ; ) ( ; | )I X Y Z I X Z I X Y Z= + ), we can rewrite it as: 

i i iAI A C I A PAR C+∑ ∑( ; ) ( ; | )  (6) 

Note that the first term is independent of the parents of Ai. Therefore, it suffices to 
maximize the second term. Note also that the arc restriction that the COr-BBN im-
poses is guaranteed to maximize this term, and thus it maximizes the log likelihood. 
The complexity for the first step is O(n2N) and the complexity of the third step 

O(2n2
/2) due to the fact that we apply directional restrictions, posed in the second 

step. Since usually N>>n, we get the stated complexity, which refers to the case 
where during the search process, all the candidate pairs that invoke an arc from an 
attribute to the class are not considered. 

4   Experimental Results 

In order to evaluate the proposed methodology, we applied the 10-fold cross valida-
tion approach to the 500 instances data. The 90% of them was used for training and 
the remaining 10% as test. The process was repeated 10 times using different training 
and test sets. As for performance metrics, we chose precision and recall, borrowed 
from the information extraction domain. Accuracy in some domains, such as the one 
at hand, is not actually a good metric due to the fact that a classifier may reach high 
accuracy by simply always predicting the negative class. Furthermore, we also  



 Mining Natural Language Programming Directives 23 

consider the F-measure metric. A set of well-known machine learning techniques 
have constituted the benchmark to which our results have been compared against the 
Bayesian networks approach. These algorithms were: C4.5, Naïve Bayes and ID3. 
Table 1 tabulates the performance of the system. 

Table 1. Performance of the Language-Oriented Basic system 

 Naïve 
Bayes 

COR-BBN C4.5 ID3 

Precision 62,87 73,11 65,06 68,71 
Recall 59,69 70,23 60,47 64,58 
F-measure 61,28 71,67 62,765 66,64 

The results can also be tabulated in Figure 2. As it can be seen, the Bayesian networks 
approach outperforms all the other algorithms by a varying factor of 5% to 11%. This 
supports our initial claim the Bayesian networks can effective encode the dependency 
assumptions of the input variables. On the contrast, the naïve Bayesian method is 
performing worse, due to the unrealistic assumption on the variable independency. 
Furthermore, the accuracy of the recognition system appears to be in acceptable  
levels, especially if we consider the classification process takes place in a large hy-
pothesis space.  

 

Fig. 2. Performance of the Language-Oriented system 

Furthermore, in order to illustrate the difference in classification performance when 
incorporating the four classification methodologies, we provide the margin curves of 
the two Bayesian classifiers (Figures 3 to 6). The margin curve prints the cumulative 
frequency of the difference of the actual class probability and the highest probability 
predicted for the other classes (So, for a single class, if it is predicted to be positive 
with probability p, the margin is p-(1-p)=2p-1). Negative values denote classification 
errors, meaning that the dominant class is not the correct one. 
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     Fig. 3. Margin Curve using Naïve Bayes                Fig. 4. Margin Curve using COR-BBN 

 

       Fig. 5. Margin Curve using C4.5                          Fig. 6. Margin Curve using ID3 

As Figure 4 depicts, the majority of instances are correctly classified by the Bayes-
ian network model, since they are centralized in the area of probability one (the right 
part of the graph). On the other hand, the classified instances of the other algorithms  
(Figures 3, 5 and 6) are not concentrated in that area, revealing a significant deviation. 

5   Conclusions 

Our objective in this study was to gain some refined empirical information about the 
nature of programming using natural language, to bring to bear on all these issues of 
increasing the usability and availability of computer language interfaces. Despite the 
fact that it was only a first attempt and keeping in mind that many essential linguistic 
tools such as semantic parsers and plan recognizers are not available for many lan-
guages, including Modern Greek, we established a data mining approach that is based 
on learning from past examples. Our major obstacles were style, semantics and world 
knowledge, however, some of this information could be identified within training 
examples and the learner was able to identify them in unseen instances, via the use of 
a well-formed mathematical framework, i.e. Bayesian networks. In order to enhance 
their classification performance, a novel variation as regards to the learning strategy 
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was introduced. The complexity of this method lies within reasonable frames. Ex-
perimental data portrayed satisfactory results, a fact that does not necessarily point to 
the full adoption of natural language in programming but to the use of some natural 
language features in order to improve the structure of a program. As for example, 
such features could be used in very simple everyday routines like highly standardized 
office tasks (e.g. managements of data structures or spreadsheets) or financial and 
accounting tasks such as sums, averages and regression. Summing up, we are of the 
belief that the present study illustrates the great difficulties researchers face when 
attempting to implement an unconstrained natural language programming interface. 
Nonetheless, important initial steps have been proposed which can be followed to 
improve the notion of naturalness in computer systems. 
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Abstract. In many real-world classification applications, instances are
generated from different ‘groups’. Take webpage classification as an ex-
ample, the webpages for training and testing can be naturally grouped by
network domains, which often vary a lot from one to another in domain
size or webpage template. The differences between ‘groups’ would result
that the distribution of instances from different ‘groups’ also vary. Thus,
it is not so reasonable to equally treat the instances as the independent
elements during training and testing as in conventional classification al-
gorithms. This paper addresses the classification problem where all the
instances can be naturally grouped. Specifically, we give a formulation
to this kind of problem and propose a simple but effective boosting ap-
proach, which is called AdaBoost.Group. The problem is demonstrated
by the task of recognizing acronyms and their expansions from text,
where all the instances are grouped by sentences. The experimental re-
sults show that our approach is more appropriate to this kind of problems
than conventional classification approaches.

Keywords: Boosting, Acronym Extraction, Classification.

1 Introduction

One of the most basic assumptions of classification is that all the instances are
independently and identically distributed. Based on the assumption, instances
are often equally treated as independent elements during training and testing.
However, in many real-world applications, the instances are generated from dif-
ferently distributed groups, and our target is to obtain the labels of instances
from new groups. Thus, it is not so reasonable to consider instance as the inde-
pendent element during training and testing in these applications.

One typical example of these applications is acronym-expansion extraction.
The target of the task is to recognize acronyms and their expansions from text,
e.g., given a sentence ‘Peer to peer, referred to as P2P, is a type of ad-hoc
computer network.’, we aim to recognize the acronym ‘P2P’ and its expansion
‘Peer to peer’. Because of the popularity of acronym in Romanic language, au-
tomatic recognizing acronyms and the corresponding expansions is very helpful

C. Tang et al. (Eds.): ADMA 2008, LNAI 5139, pp. 27–38, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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to further processing or understanding of the text. Supervised learning has been
proved to be a novel approach for its high accuracy and robustness [1][2]. In
the approach, pairs of token sequences within a sentence are firstly generated as
possible acronym-expansion pairs, such as the pairs like 〈P2P, Peer to peer〉 and
〈P2P, computer networks〉 in the above sentence. Then each pair is characterized
by a feature vector which is regarded as an instance. Using these instances with
manual labels as training set, classification algorithm such as SVM or Boosting is
employed to train a model to recognize genuine acronym-expansion pair against
other candidates. In the problem, the possible pairs, i.e., instances, are grouped
by sentences which often vary a lot in syntax or length.

Compared with conventional classification applications, acronym-expansion
extraction has its own uniqueness. During the training stage, O(n3) pairs will
be generate from a sentence with n tokens. The model can be easily biased by
these long sentences which tend to generate much more pairs than the shorter
ones. Since the genuine pair against other candidates within a same sentence
imply a kind of pattern matched between acronym and expansion which should
be considered equally, it is more reasonable to consider the sentence (group),
rather than the pair (instance), as the independent element. During the inference
stage, given a new sentence, users are often interested in whether it contains
acronym and expansion, and of which pair is the genuine acronym-expansion
pair. This implies that the model should be applied sentence-by-sentence, rather
than pair-by-pair. So it is more practical to consider each sentence (group) as
the independent element. Moreover, as the inference is conducted at group level,
the model should be trained to minimize generalization error over group space,
yet the conventional classification algorithms aim to train models to minimize
the generalization error over instance space. This also indicates that the sentence
(group) should be considered as the independent element in the application.

This kind of applications are common in real world, such as spam email filter-
ing where emails are grouped by mailboxes, webpage classification where web-
pages are grouped by network domains. However, there seems few approach that
can be applied to the problem directly. In this paper, we give a formulation to
the problem and propose a boosting approach which is called AdaBoost.Group.
In our approach, group of instances is considered as the independent element
during training and testing, and the objective of training is to minimize a loss
function w.r.t. group level training error. We give discrete and real versions of
the proposed approach, in each of which the classification loss on groups is mea-
sured by either binary value in {0, 1} or real value in [0, 1]. As the conventional
AdaBoost, it can be verified that upper bounds hold for the group level training
error and generalization error of both versions of AdaBoost.Group.

2 Related Work

2.1 Automatic Acronym-Expansion Extraction

The research on automatic acronym-expansion extraction is mainly focused on
recognizing the genuine acronym-expansion pair from a given sentence. The
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Peer to peer, referred to

as P2P, is a type of ad-hoc

computer network.

<Peer, to peer>

<Peer, referred to >

…… 

<P2P, Peer>

<P2P, Peer to>

<P2P, Peer to peer>

…… 

<P2P, ad-hoc computer network>

<P2P, computer network>

…… 

0, 0, 0, 0, 1, 0.5,…

0, 0, 0, 0, 1, 1.8,…

…… 

0, 1, 1, 0, 0.6, 0.6,…

0, 1, 1, 0, 0.6, 1.6,…

0, 1, 1, 0, 0.3, 2,…

…… 

0, 0, 0, 0, 1.3, 3.6,…

0, 0, 0, 0, 1, 4.6,…

…… 

f (x)=w·x + b

<P2P, Peer to peer>

text candidate pairs feature vectors model prediction

Fig. 1. Illustration of machine learning based acronym-expansion extraction approach

approaches roughly fall into two categories: pattern based approaches and ma-
chine learning based approaches. In pattern based approaches [3][4][5][6][7], a
number of patterns are designed to evaluate how the acronym matches its ex-
pansion. Since the patterns are strong constrains on acronym and expansion, it
is a hard task to design and tune these complex patterns to guarantee both pre-
cision and recall of the extraction results. Recently, machine learning has shown
its effectivity to acronym-expansion extraction [1][2]. In these approaches, weak
constraints can be encoded as the features of possible acronym-expansion pair,
and machine learning algorithm such as SVM or Boosting is employed to learn
a model to recognize the genuine pair against other candidates. The process of
machine learning based approach is illustrated in Fig.1.

2.2 Boosting

Boosting is one of most popular classification algorithms for its effectivity and
simplicity. The basic idea of boosting is to obtain an accurate hypothesis by
combining many less accurate ‘weak’ hypotheses. Freund et al. [8] proposed the
first well-known boosting algorithm AdaBoost in which the weighting scheme
of ‘weak’ hypotheses is adaptive to their performance. Later, Schapire et al. [9]
proposed an improved AdaBoost algorithm in which the hypotheses can give con-
fidences to their predictions. Boosting also has been extended to other learning
problems, such as regression [10], ranking [11][12], and etc. Although its simplic-
ity, Boosting has soundness theoretical explanations. For example, Boosting can
be viewed as a process of minimizing a type of exponential loss function w.r.t.
the training error through forward stage-wise modeling procedure [13][14]. The
algorithm proposed in this paper follows the framework of AdaBoost.

3 Proposed Approach - Boosting over Groups

3.1 Problem Formulations

Let X denotes the instance space and Y = {+1,−1} the labels. We are given a set
of training groups S = {(Xi, Yi)}n

i=1, where Xi = {xij}n(i)
j=1 is the ith group made
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up of n(i) instances xij ∈ X , and Yi = {yij}n(i)
j=1 is the corresponding labels of

instances in group Xi. Because each group X may consist of an arbitrary number
of instances, X̃ =

⋃∞
k=1 X k can be denoted as the group space and Ỹ =

⋃∞
k=1 Yk

the label space of groups. Therefore, our target is to learn a hypothesis f : X̃ 	→ Ỹ
from S to minimize the expected loss over the group space:

R∆(f) =
∫

∆(Y, f(X))dPr(X, Y ) (1)

where ∆ is the loss function measuring the loss suffered by assigning label f(X)
to group X whose actual label is Y . One of the most straight forward way to
define the loss function is ∆ = �[Y �=f(X)], i.e., we give 0/1 loss according to
the correctness of the prediction. We can also give real valued loss to f(X)
according to its confidence. The usage of 0/1 loss and real valued loss bring
about the discrete and real versions of our approach, respectively.

If all the groups can be assumed i.i.d. according to Pr(X, Y ), then (1) can be
estimated by the empirical loss on S:

R̃∆(f) =
1
n

n∑
i=1

∆(Yi, f(Xi))

Since the hypothesis is applied to new groups, rather than new individual in-
stances, the conventional performance measures such as Accuracy, Precision,
Recall, Fβ-score are no longer applicable. Therefore, we define the following mea-
sures to evaluate the ‘goodness’ of hypothesis for this kind of problems. Group
level accuracy is defined as:

GAcc =

∣∣{(Xi, Yi)|Yi = f(Xi), (Xi, Yi) ∈ S
}∣∣∣∣S∣∣

The conventional measure of Precision and Recall can be adjusted to the prob-
lem, i.e., the group level precision and recall are defined as:

GPre =

∣∣{(Xi, Yi)|(Yi = f(Xi))
∧

(∃j, yij = +1, j = 1 . . . n(i)), (Xi, Yi) ∈ S
}∣∣∣∣{(Xi, Yi)|∃j, yij = +1, j = 1 . . . n(i), (Xi, Yi) ∈ S

}∣∣
GRec =

∣∣{(Xi, Yi)|(Yi =f(Xi))
∧

(∃j, f(xij)=+1, j=1 . . . n(i)), (Xi, Yi) ∈ S
}∣∣∣∣{(Xi, Yi)|∃j, yij =+1, j = 1 . . . n(i), (Xi, Yi) ∈ S

}∣∣
Then the group level Fβ-score is defined based on GPre and GRec:

GFβ =
(1 + β) ·GPre ·GRec

β ·GPre + GRec

Group level measures of Precision, Recall and Fβ-score are especially useful to
the applications where there only scarce positive instances that scatter among
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Input: training set S = {(Xi, Yi)}n
i=1, number of iterations T .

Initialize: weights of each group wi
1 = 1.

For t = 1, . . . , T

– Set the weight distribution pt of groups in S: pi
t =

wi
t�

n
i=1 wi

t

– Train weak hypothesis ht : �X �→ �Y on S with distribution pt

– Calculate the weighted training error of ht:

εt =
n�

i=1

pi
t�[Yi �=f(Xi)]

– Choose βt =
εt

1−εt

– Update the weights

wi
t+1 = wi

tβ
1−�[Yi �=f(Xi)]
t

Output: the final hypothesis

fT (X) = max
Y ∈ �Y

T�
t=1

(log
1

βt
)�[ht(X)=Y ]

Fig. 2. Discrete Version of the AdaBoost.Group Algorithm

only small number of groups. As in acronym extraction, only small number of
sentences contain genuine acronym-expansion pairs and the acronyms appear
once in most of them. It is reasonable to make use of these group level perfor-
mance measures to evaluate how our model can recognize the sentences contain-
ing acronym and expansion and of which possible pair is the genuine pair.

3.2 Discrete Version

Based on the formulation of the problem, we propose a boosting approach fol-
lowing the framework of AdaBoost, referred to as AdaBoost.Group. Given a set
of training groups S = {(Xi, Yi)}n

i=1, our approach outputs a hypothesis f in
form of combination of T weak hypothesis ht. The details are shown in Fig.2.

AdaBoost.Group maintains a distribution of weights wi
t for each group i in

training set and gives equal weights to them initially. At each round t, a weak
hypothesis ht is learned using the training set with current weight distribution
pt, and its group level training error εt is calculated, which will reflect the im-
portance of ht in the final hypothesis. The weight of each group is adjusted at
each round on the basis of the predictions of ht, particularly, the weights of
the misclassified groups are increased by a factor of βt, and the correctly classi-
fied groups’ remain unchanged. After the T rounds, AdaBoost.Group outputs a
hypothesis f through weighted majority vote of the T ‘weak’ hypotheses.

Because the loss suffered by ht on each group is measured by �[Y �=ht(X)] which
takes values in {0, 1}, we refer to the algorithm in Fig.2 as discrete version of
AdaBoost.Group (AdaBoost.Groupdisc).
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Although AdaBoost.Groupdisc follows the framework of AdaBoost, there are
considerable differences between them. First, the weighting scheme are con-
ducted on groups rather than on instances as in AdaBoost; Second, the ‘good-
ness’ of weak hypotheses is evaluated on group level rather than on instance
level as in AdaBoost; Third, the prediction of hypothesis takes values in vector
space rather than in discrete label space as in AdaBoost.

It is desirable that AdaBoost.Groupdisc shares the theoretical soundness with
AdaBoost. The following theorems give the theoretical justification of the conver-
gency of AdaBoost.Groupdisc. Specifically, Theorem 1 and 2 give upper bounds
of training error and generalization error, respectively.

Theorem 1. Using the notations in Fig.2, the following bound holds for the
training error ε of the final hypothesis fT :

ε ≤ 2T
T∏

t=1

√
εt(1− εt)

Theorem 2. Using the notations in Fig.2 and let d be the VC-dimension of the
weak hypothesis space, the following bound holds for the generalization error ε̃
of the final hypothesis f :

ε̃ ≤ ε + O(

√
Td

n
)

We omit the proofs of the two theorems because they can be easily derived from
the conclusions in [8][15].

3.3 Real Version

In the discrete version of AdaBoost.Group, all the inaccurate predictions on each
group are given loss ‘1’. However, the confidence of different predictions are often
not the same. For example, given a group X whose label Y = (−1, +1,−1,−1)
and two predictions h1(X) = (+1, +1,−1,−1) and h2(X) = (+1,−1, +1,−1),
it is obvious that h2 suffers more than h1 on the group. In order to evaluate the
confidence of predictions on groups, we design the following measure :

Definition 1 (Prediction Confidence). The confidence of a prediction of hy-
pothesis h on group Xi is the normalized inner product of the label vector and
the prediction vector. That is:

γi(h) =
1

n(i)
〈Yi, h(Xi)〉

It is easy to see that the following properties hold for prediction confidence:

1. γi(h) ∈ [−1, 1];
2. γi(α · h + β · g) = α · γi(h) + β · γi(g).

Then we propose the real version of AdaBoost.Group (AdaBoost.
Groupreal), which is shown in Fig.3. At each round, the prediction confidence γi

t
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Input: training set S = {(Xi, Yi)}n
i=1, number of iterations T .

Initialize: the distribution of weights of each group pi
1 =

1
n
.

For t = 1, . . . , T

– Train weak hypothesis ht : �X �→ �Y on S with distribution pt

– Calculate the classification confidence of ht on the whole training set:

γt =

n�
i=1

pi
tγ

i(ht)

– Choose αt =
1
2 ln

1+γt
1−γt

– Update the weights

pi
t+1 =

1

Zt
pi

t exp
�

− αtγ
i(ht)

�

where Zt is the normalization factor.

Output: the final hypothesis

fT (X) =
T�

t=1

αtht(X)

Fig. 3. Real Version of the AdaBoost.Group Algorithm

are used to calculate the weights updating factor for Xi. The final hypothesis
in AdaBoost.Groupreal takes the form of weighted linear combination of all the
weak hypotheses, not just the weighted majority vote of weak hypotheses as in
the discrete version.

The same as AdaBoost, it can be verified that AdaBoost.Groupreal attempts
to minimize a exponential loss w.r.t. the classification confidence on each group
during its iterations:

min
f∈F

n∑
i=1

exp
(
− γi(f)

)
(2)

Because we make use of the linear combination of weak hypotheses as the final
hypothesis, the minimization of (2) turns out to be:

min
h∈H,αt∈�+

n∑
i=1

exp
(
− γi(ft−1 + αtht)

)
=

n∑
i=1

exp
(
− γi(ft−1)− αtγ

i(ht)
)

(3)

The coefficient αt of weak hypothesis ht can be easily derived by minimizing
(3) through forward stage-wise modeling procedure in [13]. Note that the upper
bounds in Theorem 1 and 2 also hold for the real version of AdaBoost.Group.

3.4 Design of Weak Hypothesis

Theorem 1 indicates that, the errors suffered by weak hypotheses are required to
be less than 1/2 to guarantee the convergency of AdaBoost.Group. In AdaBoost,
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it means that the weak hypotheses only need to perform better than random
guessing. However, the requirement is much stronger in our algorithm because
the predictions of weak hypotheses are vectors. The weak hypotheses should be
carefully designed to meet the requirement.

In this paper, we make use of the conventional AdaBoost with 30 rounds as the
weak hypothesis. The choice is based on several considerations: First, AdaBoost
performs well on instance level classification problems and the performance is
also desirable when evaluated on group level. Second, AdaBoost can be adapted
to weighted training set easily. Last, AdaBoost is efficient and easy to implement,
which are desirable properties for weak hypothesis.

4 Experimental Results

In this section, we applied the AdaBoost.Group algorithm to the problem of
acronym-expansion extraction. We also experimentally investigated the reason
of our approaches outperforming baselines.

4.1 Settings

We made use of the UCI collection ‘NSF Research Awards Abstracts 1990-
2003 ’ [16] as the data set. It consists of 129,000 abstracts describing NSF awards
for basic research. Acronyms often appear in the these abstracts. We random
selected 1000 abstracts and segment each of them by natural sentences, then
each appearance of acronyms and corresponding expansions are manually la-
beled. Finally, there are 495 genuine acronym-expansion pairs appear in 1546
sentences.

As for features, we extracted 106 binary or real valued features for each possi-
ble acronym-expansion pair. For example, the feature may be a test that whether
the acronym candidate consists of letters in lower case, or whether the acronym
candidate is made up of the first letters of each word of expansion candidate.
The details of the features are shown in Tabel 1.

The state-of-the-art classification algorithms SVM and AdaBoost were se-
lected as two baselines. The cost-sensitive version of AdaBoost (AdaBoost.
CostSen) which gives different weights to possible pairs according to the length
of sentences they belong to, was also selected as a baseline. Besides, a pattern
based approach similar to [3] was another baseline, referred to as PatternMatch.

Table 1. Features for acronym-expansion extraction

Category Number Description

I 15 extracted from acronym candidates
II 28 extracted from expansion candidates
III 45 extracted from the pattern matched between

acronym and expansion candidates
IV 18 extracted from the context



Boosting over Groups and Its Application to Acronym-Expansion Extraction 35

For our approaches, the parameter T was set to 100 experimentally. The
results with the best performance in terms of GAcc during the 100 rounds
were reported as the final results. The parameters T for AdaBoost and Ad-
aBoost.CostSen were selected in the same way. Decision tree with two leaves
was used to train weak hypotheses for both of them.

4.2 Results

We randomly split the data set into four parts with equal number of groups
and conduct 4-fold cross validations. The results reported in the section are the
averages over the 4 trials.

Table 2 presents the performance of our approaches and baselines evaluated
by the group level measures. We can see that the machine learning based ap-
proach are more effective than the pattern based approach for the problem of
acronym-expansion extraction. Among these machine learning based approaches,
AdaBoost.Groupreal and AdaBoost.Groupdisc outperform others in all the group
level measures, which indicates that our approaches have the potential to im-
prove the group level performance. Besides, we can note that the cost sensitive
version of AdaBoost performs better than AdaBoost and SVM, which give an
evidence that the cost sensitive approach can partially avoid the bias caused by
large groups. However, the improvements are not so significant as that of our
approaches. We also conduct significance test (t -test) on the improvements of
our approaches to baselines and found that all the improvements are statistically
significant (p-value ≤ 0.05).

Table 2. Results evaluated on group level performance measure

Methods GAcc GPre GRec GF1

AdaBoost.Groupreal 0.9412 0.8480 0.8208 0.8340
AdaBoost.Groupdisc 0.9398 0.8453 0.8157 0.8301
AdaBoost.CostSen 0.9356 0.8277 0.7901 0.8083
AdaBoost 0.9321 0.8235 0.7810 0.8015
SVM 0.9307 0.8162 0.7826 0.7985
PatternMatch 0.9011 0.7742 0.7597 0.7619

Table 3 presents the performance of the approaches evaluated by the instance
level measures, i.e., the conventional measures. We can see that the machine
learning based approaches outperform the pattern based approach again and
our approaches perform as well as other machine learning based approaches in
terms of instance level measure. It is not supervising because our approaches
aims to optimize the loss defined on group level. The possible pairs generated
from long sentences might be misclassified more easily since all the sentences
were given equal weights.
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Table 3. Results evaluated on instance level performance measure

Methods Acc Pre Rec F1

AdaBoost.Groupreal 0.9995 0.8588 0.8913 0.8705

AdaBoost.Groupdisc 0.9995 0.8601 0.8902 0.8703
AdaBoost.CostSen 0.9996 0.8626 0.8844 0.8724
AdaBoost 0.9996 0.8798 0.8749 0.8768
SVM 0.9992 0.8482 0.8957 0.8701
PatternMatch 0.9953 0.8011 0.8547 0.8320

4.3 Discussions

In this section, we experimentally investigated the reason of AdaBoost.Group
outperforming the baselines.

In order to draw more insights into the problem of acronym-expansion extrac-
tion, we first make statistics on the data set used in our experiment. Fig.4 shows
the distribution of sentences w.r.t. their length. We can see that most sentences
contain medium numbers of tokens, but there are also a few of sentences which
have the potential to generate large amount of possible pairs.

Then we made statistics on the performance of our approaches and baselines
on the sentences with different length. As in Fig.4, we clustered all the sentences
into 7 sets according to their length and examine the average performance of
the approaches on each set, which is shown in Fig.5. The horizontal and vertical
axes represent different sets of groups and the average performance on each set
in terms of GAcc, respectively. We can see that the baselines perform better on
long sentences than on the shorter ones, which indicates that the model can be
easily biased by the minority of long sentences. While our approach performs
well on most of the sentences, rather than on the few long sentences. Thus, our
approach can be focused on the majority of groups, which has the potential to
achieve better group level performance.
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At last, we investigated the convergency of our approaches. We drew the
group level training curve of the two version of AdaBoost.Group in Fig.6. We
can see that, although not very smooth, the group level training error of both
versions are decreased continuously during training and converged finally. More-
over, AdaBoost.Groupreal could converge to a bit lower bound that AdaBoost.
Groupdisc, which gives an experimental evidence that the classification confi-
dence defined in Sect. 3.3 is helpful to guide the training process.
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5 Conclusion and Future Work

In this paper, we have addressed a new kind of classification problem where
instances can be naturally grouped. The kind of problem has its own unique-
ness and is widely existed in real-world applications. However, few approach can
be applied to these problems directly. We have formulated the learning target
and evaluation measure of the problem, and proposed an effective boosting ap-
proach. Our approach is an extension of the conventional AdaBoost algorithm
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and shares the same theoretical soundness with AdaBoost. We also have applied
our approach to an example of this kind of problem, acronym-expansion extrac-
tion. The experiential results show that our approach is more applicable to the
kind of problems than conventional classification methods.

Further work including applying our approach to other applications to give
further evidence of the usefulness of our approach.
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Abstract. The importance of input representation has been recognised
already in machine learning. This paper discusses the application of
genetic-based feature construction methods to generate input data for
the data summarisation method called Dynamic Aggregation of
Relational Attributes (DARA). Here, feature construction methods are
applied in order to improve the descriptive accuracy of the DARA al-
gorithm. The DARA algorithm is designed to summarise data stored
in the non-target tables by clustering them into groups, where multiple
records stored in non-target tables correspond to a single record stored
in a target table. This paper addresses the question whether or not the
descriptive accuracy of the DARA algorithm benefits from the feature
construction process. This involves solving the problem of constructing
a relevant set of features for the DARA algorithm by using a genetic-
based algorithm. This work also evaluates several scoring measures used
as fitness functions to find the best set of constructed features.

Keywords: Feature Construction, Data Summarisation, Genetic Algo-
rithm, Clustering.

1 Introduction

Learning is an important aspect of research in Artificial Intelligence (AI). Many
of the existing learning approaches consider the learning algorithm as a passive
process that makes use of the information presented to it. This paper studies
the application of feature construction to improve the descriptive accuracy of
a data summarisation algorithm, which is called Dynamic Aggregation of Rela-
tional Attributes (DARA) [1]. The DARA algorithm summarises data stored in
non-target tables that have many-to-one relationships with data stored in the
target table. Feature construction methods are mostly related to classification
problems where the data are stored in target table. In this case, the predictive
accuracy can often be significantly improved by constructing new features which
are more relevant for predicting the class of an object. On the other hand,
feature construction also has been used in descriptive induction algorithms,
particularly those algorithms that are based on inductive logic programming
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(e.g., Warmr [2] and Relational Subgroup Discovery (RSD) [3]), in order to dis-
cover patterns described in the form of individual rules. The DARA algorithm
is designed to summarise data stored in the non-target tables by clustering them
into groups, where multiple records exist in non-target tables that correspond
to a single record stored in the target table. In this case, the performance of
the DARA algorithm is evaluated based on the descriptive accuracy of the al-
gorithm. Here, feature construction can also be applied in order to improve the
descriptive accuracy of the DARA algorithm. This paper addresses the question
whether or not the descriptive accuracy of the DARA algorithm benefits from
the feature construction process. This involves solving the problem of construct-
ing a relevant set of features for the DARA algorithm. These features are then
used to generate patterns that represent objects, stored in the non-target table,
in the TF -IDF weighted frequency matrix in order to cluster these objects.

Section 2 will introduce the framework of our data summarisation approach,
DARA [1]. The data summarisation method employs the TF -IDF weighted
frequency matrix (vector space model [4])to represent the relational data model,
where the representation of data stored in multiple tables will be analysed and it
will be transformed into data representation in a vector space model. Then, sec-
tion 3 describes the process of feature construction and introduces genetic-based
(i.e., evolutionary) feature construction algorithm that uses a non-algebraic form
to represent an individual solution to construct features. This genetic-based fea-
ture construction algorithm constructs features to produce patterns that char-
acterise each unique object stored in the non-target table. Section 4 describes
the experimental design and evaluates several scoring measures used as fitness
functions to find the best set of constructed features. The performance accuracy
of the J48 classifier for the classification tasks using these summarised data will
be presented and finally, this paper is concluded in section 5.

2 Dynamic Aggregation of Relational Attributes
(DARA)

In order to classify records stored in the target table that have one-to-many rela-
tions with records stored in non-target tables, the DARA algorithm transforms
the representation of data stored in the non-target tables into an (n× p) matrix
in order to cluster these records (see Figure 1), where n is the number of records
to be clustered and p is the number of patterns considered for clustering. As a
result, the records stored in the non-target tables are summarised by clustering
them into groups that share similar charateristics. Clustering is considered as
one of the descriptive tasks that seeks to identify natural groupings in the data
based on the patterns given. Developing techniques to automatically discover
such groupings is an important part of knowledge discovery and data mining
research.

In Figure 1, the target relation has a one-to-many relationship with the non-
target relation. The non-target table is then converted into bags of patterns
associated with records stored in the target table. In order to generate these
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Fig. 1. Feature transformation process for data stored in multiple tables with one-to-
many relations into a vector space data representation

patterns to represent objects in the TF -IDF weighted frequency matrix, one can
enrich the objects representation by constructing new features from the original
features given in the non-target relation. The new features are constructed by
combining attributes obtained from the given attributes in the non-target table
randomly. For instance, given a non-target table with attributes (Fa, Fb, Fc),
all posible constructed features are Fa, Fb, Fc, FaFb, FbFc, FaFc and FaFbFc.
These newly constructed features will be used to produce patterns or instances
to represent records stored in the non-target table, in the (n × p) TF -IDF
weighted frequency matrix. After the records stored in the non-target relation
are clustered, a new column, Fnew , is added to the set of original features in the
target table. This new column contains the cluster identification number for all
records stored in the non-target table. In this way, we aim to map data stored
in the non-target table to the records stored in the target table.

3 Feature Construction in Machine Learning

3.1 Feature Construction

The problem of feature construction can be defined as the task of constructing
new features, based on some functional expressions that use the values of original
features, that describe the hypothesis at least as well as the original set. The
application of feature construction for the purpose of summarising data stored in
the non-target tables has several benefits. First, by generating relevant patterns
describing each object stored in the non-target table, the descriptive accuracy of
the data summarisation can be improved. Next, when the summarised data are
appended to the target table (e.g., the newly constructed feature, Fnew , is added
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to the set of original features given in the target table as shown in Figure 1),
it can facilitate the predictive modelling task for the data stored in the target
table. And finally, feature construction can be used to optimise the feature space
that describes objects stored in the non-target table.

With respect to the construction strategy, feature construction methods can
be roughly divided into two groups: Hypothesis-driven methods and data-driven
methods [5]. Hypothesis-driven methods construct new features based on the
previously-generated hypothesis (discovered rules). They start by constructing a
new hypothesis and this new hypothesis is examined to construct new features.
These new features are then added to the set of original features to construct
another new hypothesis again. This process is repeated until the stopping con-
dition is satisfied. This type of feature construction is highly dependent on the
quality of the previously generated hypotheses. On the other hand, data-driven
methods, such as GALA [6] and GPCI [7], construct new features by directly
detecting relationships in the data. GALA constructs new features based on
the combination of booleanised original features using the two logical operators,
AND and OR. GPCI is inspired by GALA, in which GPCI used an evolutionary
algorithm to construct features. One of the disadvantages of GALA and GPCI
is that the booleanisation of features can lead to a significant loss of relevant
information [8].

There are essentially two approaches to constructing features in relation to
data mining. The first method is as a separate, independent pre-processing stage,
in which the new attributes are constructed before the classification algorithm
is applied to build the model [9]. In other words, the quality of a candidate
new feature is evaluated by directly accessing the data, without running any
inductive learning algorithm. In this approach, the features constructed can be
fed to different kinds of inductive learning methods. This method is also known
as the Filter approach.

The second method is an integration of construction and induction, in which
new features are constructed within the induction process. This method is also
referred to as interleaving [10,11] or the wrapper approach. The quality of a
candidate new feature is evaluated by executing the inductive learning algorithm
used to extract knowledge from the data, so that in principle the constructed
features’ usefulness tends to be limited to that inductive learning algorithm. In
this work, the filtering approach that uses the data-driven strategy is applied
to construct features for the descriptive task, since the wrapper approaches are
computationally more expensive than the filtering approaches.

3.2 Feature Scoring

The scoring of the newly constructed feature can be performed using some of
the measures used in machine learning, such as information gain (Equation 1),
to assign a score to the constructed feature. For instance, the ID3 decision-
tree [12] induction algorithm applies information gain to evaluate features. The
information gain of a new feature F , denoted InfoGain(F), represents the dif-
ference of the class entropy in data set before the usage of feature F , denoted
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Ent(C), and after the usage of feature F for splitting the data set into subsets,
denoted Ent(C|F), as shown in Equation 1.

InfoGain(F ) = Ent(C)− Ent(C|F ) (1)

where

Ent(C) = −
n∑

j=1

Pr (Cj) · log2Pr (Cj) (2)

Ent(C|F ) = −
m∑

i=1

Pr(Fi) · (−
n∑

j=1

Pr(C|Fi) · log2Pr(Cj |Fi)) (3)

where Pr(Cj) is the estimated probability of observing the jth class, n is the
number of classes, Pr(Fi) is the estimated probability of observing the ith value
of feature F , m is the number of values of the feature F , and Pr(Cj |Fi) is the
probability of observing the jth class conditional on having observed the ith
value of the feature F . Information Gain Ratio (IGR) is sometimes used when
considering attributes with a large number of distinct values. The Information
Gain Ratio of a feature, denoted by IGR(F ), is computed by dividing the Infor-
mation Gain, InfoGain(F ) shown in Equation 1, by the amount of information
of the feature F , denoted Ent(F ),

IGR(F ) =
InfoGain(F )

Ent(F )
(4)

Ent(F ) = −
m∑

i=1

Pr(Fi) · log2Pr(Fi)) (5)

and Pr(Fi) is the estimated probability of observing the ith value of the feature
F and m is the number of values of the feature F.

3.3 Feature Construction for Data Summarisation

In the DARA algorithm, the patterns produced to represent objects in the TF -
IDF weighted frequency matrix are based on simple algorithms. These patterns
are produced based on the number of attributes combined that can be categorised
into three categories. These categories include 1) a set of patterns produced from
an individual attribute using an algorithm called PSingle 2) a set of patterns
produced from the combination of all attributes by using an algorithm called PAll

3) a set of patterns produced from variable length attributes that are selected
and combined randomly from the given attributes.

For example, given a set of attributes {F1, F2, F3, F4, F5}, one could
have (F1, F2, F3, F4, F5) as the constructed features by using the PSingle algo-
rithm. In contrast, with the same example, one will only have a single feature
(F1F2F3F4F5) produced by using the PAll algorithm. As a result, data stored
across multiple tables with high cardinality attributes can be represented as
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Fig. 2. Illustration of the Filtering approach to feature construction

bags of patterns produced using these constructed features. An object can also
be represented by patterns produced on the basis of randomly constructed fea-
tures (e.g., (F1F5, F2F4, F3)), where features are combined based on some pre-
computed feature scoring measures.

This work studies a filtering approach to feature construction for the purpose
of data summarisation using the DARA algorithm (see Figure 2). A set of con-
structed features is used to produce patterns for each unique record stored in
the non-target table. As a result, these patterns can be used to represent ob-
jects stored in the non-target table in the form of a vector space. The vectors
of patterns are then used to construct the TF -IDF weighted frequency matrix.
Then, the clustering technique can be applied to categorise these objects. Next,
the quality of each set of the constructed features is measured. This process is
repeated for the other sets of constructed features. The set of constructed fea-
tures that produces the highest measure of quality is maintained to produce the
final clustering result.

3.4 Genetic-Based Approach to Feature Construction for Data
Summarisation

Feature construction methods that are based on greedy search usually suffer
from the local optima problem. When the constructed feature is complex due to
the interaction among attributes, the search space for constructing new features
has more variation. An exhaustive search may be feasible, if the number of
attributes is not too large. In general, the problem is known to be NP-hard [14]
and the search becomes quickly computationally intractable. As a result, the
feature construction method requires a heuristic search strategy such as Genetic
Algorithms to be able to avoid the local optima and find the global optima
solutions [15,16].
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Genetic Algorithms (GA) are a kind of multidirectional parallel search, and
viable alternative to the intracable exhaustive search and complicated search
space [13]. For this reason, we also use a GA-based algorithm to construct fea-
tures for the data summarisation task, here. This section describes a GA-based
feature construction algorithm that generates patterns for the purpose of sum-
marising data stored in the non-target tables. With the summarised data ob-
tained from the related data stored in the the non-target tables, the DARA
algorithm may facilitate the classification task performed on the data stored in
the target table.

Individual Representation. There are two alternative representations of fea-
tures: algebraic and non-algebraic [16]. In algebraic form, the features are shown
by means of some algebraic operators such as arithmetic or Boolean operators.
Most genetic-based feature construction methods like GCI [9], GPCI [7] and
Gabret [17] apply the algebraic form of representation using a parse tree [18].
GPCI uses a fix set of operators, AND and NOT, applicable to all Boolean do-
mains. The use of operators makes the method applicable to a wider range of
problems. In contrast, GCI [9] and Gabret [17] apply domain-specific operators
to reduce complexity. In addition to the issue of defining operators, an algebraic
form of representation can produce an unlimited search space since any fea-
ture can appear in infinitely many forms [16]. Therefore, a feature construction
method based on an algebraic form needs a restriction to limit the growth of
constructed functions.

Features can also be represented in a non-algebraic form, in which the repre-
sentation uses no operators. For example, in this work, given a set of attributes
{X1, X2, X3, X4, X5}, an algebraic feature like ((X1 ∧X2) ∨ (X3 ∧X4 ∧X5))
can be represented in a non-algebraic form as 〈X1X2X3X4X5, 2〉, where the
digit, “2”, refers to the number of attributes combined to generate the first
constructed feature.

The non-algebraic representation of features has several advantages over the
algebraic representation [16]. These include the simplicity of the non-algebraic
form to represent each individual in the process of constructing features, since
there are no operator required. Next, when using a genetic-based algorithm to
find the best set of features constructed, traversal of the search space of a non-
algebraic is much easier.

A genetic-based feature construction method can be designed to construct
a list of newly constructed features. For instance, during the population ini-
tialisation, each chromosome is initialised with the following format, 〈X, A, B〉,
where X represents a list of the attribute’s indices, A represents the number
of attributes combined, and B represents the point of crossover. Thus, given a
chromosome 〈1234567, 3, 4〉, where the list 1234567 represents the sequence of
seven attributes, the digit “3” represents the number of attributes combined and
the digit “4” represents the point of crossover, the possible constructed features
are (F1F3F4), (F6F7F5) and (F2), with the assumption that the attributes are
selected randomly from attribute F1 through attribute F7 to form the new fea-
tures. The crossover process simply copies the sequence (string of attributes),
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(1234567), and rearranges it so that its tail, (567), is moved to the front to form
the new sequence (5671234). The mutation process simply changes the number
of attributes combined, A, and the point of crossover in the string, B. The rest
of the feature representations can be obtained by mutating A, and B, and these
values should be less than or equal to the number of atttibutes considered in the
problem. As a result, this form of representation results in more variation after
performing genetic operators and can provide more useful features.

Fitness Function. Information Gain (Equation 1) is often used as a fitness
function to evaluate the quality of the constructed features in order to improve
the predictive accuracy of a supervised learner [19,8]. In contrast, if the objective
of the feature construction is to improve the descriptive accuracy of an unsuper-
vised clustering technique, one may use the Davies-Bouldin Index (DBI) [20],
as the fitness function. However, if the objective of the feature construction is to
improve the descriptive accuracy of a semi-supervised clustering technique, the
total cluster entropy (Equation 6) can be used as the fitness function to evaluate
how well the newly constructed feature clusters the objects.

In our approach to summarising data in a multi-relational database, in order
to improve the predictive accuracy of a classification task, the fitness function
for the GA-based feature construction algorithm can be defined in several ways.
In these experiments, we examine the case of semi-supervised learning to im-
prove the predictive accuracy of a classification task. As a result, we will per-
form experiments that evaluate four types of feature-scoring measures (fitness
functions) including the Information Gain (Equation 1), Total Cluster Entropy
(Equation 6), Information Gain coupled with Cluster Entropy (Equation 8),
Davies-Bouldin Index [20]

The information gain (Equation 1) of a feature F represents the difference of
the class entropy in data set before the usage of feature F and after the usage of
feature F for splitting the data set into subsets. This information gain measure is
generally used for classification tasks. On the other hand, if the objective of the
data modelling task is to separate objects from different classes (like different
protein families, types of wood, or species of dogs), the cluster’s diversity, for
the kth cluster, refers to the number of classes within the kth cluster. If this
value is large for any cluster, there are many classes within this cluster and
there is a large diversity. In this genetic approach to feature construction for the
proposed data summarisation technique, the fitness function can also be defined
as the diversity of the clusters produced. In other words, the fitness of each
individual non-algebraic form of constructed features depends on the diversity
of each cluster produced.

In these experiments, in order to cluster a given set of categorised records into
K clusters, the fitness function for a given set of constructed features is defined
as the total clusters entropy, H(K), of all clusters produced (Equation 6). This
is also known as the Shannon-Weiner diversity [21,22],

H(K) =
∑K

k=1 nk ·Hk

N
(6)
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where nk is the number of objects in kth cluster, N is the total number of objects,
Hk is the entropy of the kth cluster, which is defined in Equation 7, where S
is the number of classes, Psk, is the probability that an object randomly chosen
from the kth cluster belongs to the sth class. The smaller the value of the fitness
function using the total cluster entropy (CE), the better is the quality of clusters
produced.

Hk = −
S∑

s=1

Psk · log2(Psk) (7)

Next, we will also study the effect of combining the Information Gain (Equa-
tion 1) and Total Cluster Entropy (Equation 6) measures, denoted as CE −
IG(F, K), as the fitness function in our genetic algorithm, as shown in Equa-
tion 8, where K is the number of clusters and F is the constructed feature.

CE − IG(F, K) = InfoGain(F ) +
∑K

k=1 nk ·Hk

N
(8)

Finally, we are also interested in evaluating the effectiveness of feature construc-
tion based on the quality of the cluster’s structure, which is measured using
the Davies-Bouldin Index (DBI) [20], to improve the predictive accuracy of a
classification task.

4 Experiments and Results

In these experiments we observe the influence of the constructed features for
the DARA algorithm on the final result of the classification task. Referring to
Figures 1, the constructed features are used to generate patterns representing the
characteristics of records stored in the non-target tables. These characteristics
are then summarised and the results appended as a new attribute into the target
table. The classification task is then carried out as before. The Mutagenesis
databases (B1, B2, B3) [23] and Hepatitis databases (H1, H2, H3) from PKDD
2005 are chosen for these experiments.

The genetic-based feature construction algorithm used in these experiments
applies different types of fitness functions to construct the set of new features.
These fitness functions include the Information Gain (IG) (Equation 1), To-
tal Cluster Entropy (CE) (Equation 6), the combined measures of Information
Gain and Total Cluster Entropy (CE−IG) (Equation 8) and, finally, the Davies-
Bouldin Index (DBI) [20]. For each experiment, the evaluation is repeated ten
times independently with ten different numbers of clusters, k, ranging from 3
to 21. The J48 classifier (as implemented in WEKA [24]) is used to evaluate
the quality of the constructed features based on the predictive accuracy of the
classification task. Hence, in these experiments we compare the predictive accu-
racy of the decision trees produced by the J48 for the data when using PSingle

and PAll methods. The performance accuracy is computed using the 10-fold
cross-validation procedure.
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Table 1. Predictive accuracy results based on leave-one-out cross validation using J48
(C4.5) Classifier

Datasets PSingle PAll CE CE-IG IG DBI

B1 80.9 ± 1.4 80.0 ± 2.0 81.8 ± 1.3 81.3 ± 0.7 81.3 ± 0.7 78.6 ± 2.9
B2 81.1 ± 1.4 79.2 ± 3.0 82.4 ± 1.5 80.3 ± 2.1 80.2 ± 2.3 78.8 ± 1.3
B3 78.8 ± 3.3 79.2 ± 5.7 85.3 ± 3.9 84.4 ± 3.9 75.5 ± 4.7 78.9 ± 4.6
H1 70.3 ± 1.6 72.3 ± 1.7 75.1 ± 2.5 75.2 ± 2.4 74.9 ± 2.5 74.0 ± 2.0
H2 71.8 ± 2.9 74.7 ± 1.3 77.1 ± 3.3 76.9 ± 3.0 76.3 ± 3.8 76.1 ± 2.1
H3 72.3 ± 3.0 74.8 ± 1.3 77.1 ± 3.3 76.4 ± 3.8 76.5 ± 3.9 76.3 ± 2.6

The results for the mutagenesis (B1, B2, B3) and hepatitis (H1, H2, H3)
datasets are reported in Table 1. Table 1 shows the average performance accuracy
of the J48 classifier (for all values of k), using a 10-fold cross-validation procedure.
The predictive accuracy results of the J48 classifier are higher when the genetic-
based feature construction algorithms are used compared to the predictive accu-
racy results for the data with features constructed by using the PSingle and PAll

methods.
Among the different types of genetic-based feature construction algorithms

studied in this work, the CE genetic-based feature construction algorithm pro-
duces the highest average predictive accuracy. The improvement of using the CE
genetic-based feature construction algorithm is due to the fact that the CE
genetic-based feature construction algorithm constructs features that develop a
better organisation of the objects in the clusters, which contributes to the improve-
ment of the predictive accuracy of the classfication tasks. That is, objects which
are truly related remain closer in the same cluster.

In our results, it is shown that the final predictive accuracy for the data with
constructed features using the IG genetic-based feature construction algorithm is
not as good as the final predictive accuracy obtained for the data with constructed
features using the CE genetic-based feature construction algorithm. The IG
genetic-based feature construction algorithmconstructs features based on the class
information and this method assumes that each row in the non-target table repre-
sents a single instance. However, data stored in the non-target tables in relational
databases have a set of rows representing a single instance. As a result, this has
effects on the descriptive accuracy of the proposed data summarisation technique,
DARA, when using the IG genetic-based feature construction algorithm to con-
struct features. When we have unbalanceddistribution of individual records stored
in the non-target table, the IG measurement will be affected. In Figure 2, the data
summarisation process is performed to summarise data stored in the non-target
table before the actual classification task is performed. As a result, the final predic-
tive accuracy obtained is directly affected by the quality of the summarised data.

5 Conclusions

In this paper, we have proposed a genetic-based feature construction algorithm
that constructs a set of features to generate patterns that can be used to
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represent records stored in the non-target tables. The genetic-based feature con-
struction method makes use of four predefined fitness functions studied in these
experiments. We evaluated the quality of the newly constructed features by com-
paring the predictive accuracy of the J48 classifier obtained from the data with
patterns generated using these newly constructed features with the predictive
accuracy of the J48 classifier obtained from the data with patterns generated
using the original attributes. This paper has described how feature construction
can be used in the data summarisation process to get better descriptive accuracy,
and indirectly improve the predictive accuracy of a classification task. In par-
ticular, we have investigated the use of Information Gain (IG), Cluster Entropy
(CE), Davies-Bouldin Index (DBI) and a combination of Information Gain and
Cluster Entropy (CE − IG) as the fitness functions used in the genetic-based
feature construction algorithm to construct new features.

It is shown in the experimental results that the quality of summarised data
is directly influenced by the methods used to create patterns that represent
records in the (n × p) TF -IDF weighted frequency matrix. The results of the
evaluation of the genetic-based feature construction algorithm show that the data
summarisation results can be improved by constructing features by using the
cluster entropy (CE) genetic-based feature construction algorithm. The results
of the evaluation of the genetic-based feature construction algorithm show that
the data summarisation results can be improved by constructing features by
using the cluster entropy genetic-based feature construction algorithm. Finally,
by improving the descriptive accuracy of the data summarisation approach, the
predictive accuracy of a classfication problem can also be improved, provided
that the summarised data is fed to the classification task.
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Abstract. Suicide remains one of the leading causes of death in the world and it 
is showing an increasing trend. Suicide is preventable by early screening of the 
risks. But the risk assessment is a complex task due to involvement of multiple 
predictors, which are highly subjective in nature and varies from one case to 
another. Moreover, none of the available suicide intent scales (SIS) are found to 
be sufficient to evaluate the risk patterns in a group of patients. Given this sce-
nario, the present paper applies similarity-based pattern-matching technique for 
mining suicidal risks in vulnerable groups of patients. At first, medical data of 
groups of suicidal patients have been collected and modeled according to 
Pierce’s Suicide Intent Scale (PSIS) and then engineered using a JAVA-based 
pattern-matching tool that performs as an intelligent classifier. Results show 
that addition of more factors, for example, age and sex of the patients brings 
more clarity to identify the suicidal risk patterns.  

Keywords: Suicidality; Pierce’s Suicidal Intent Scale (SIS), Suicide risk  
assessment, Similarity-based approach, JAVA platform. 

1   Introduction 

The term ‘suicidality’ means suicidal thoughts, intents or plans, actions and commit-
ting suicide [1]. It’s a complex issue involving the orchestrated effects of several 
socio-biological parameters and environmental constructs [1]. The present scenario is 
quite gloomy as the incidence of suicide is showing an increasing trend irrespective of 
age and sex [2]. Environmental issues such as social loss, dejections, unemployment 
etc. put strong challenges to one’s life and to overcome these one should be able to 
cope. Any event that demands coping may be termed as stressful life events. People 
usually cope with such stresses at a variable extent. But in some people, especially 
those who have psychiatric illness, such coping mechanism is often absent and inter-
estingly, they are some times found to be hypersensitive in nature even to a minimal 
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Fig. 1. Roles of environment and neurobiological factors behind suicide 

amount of stress that is normally adapted by others. As a result there are aggravations 
of the negative thoughts about the life. They become cynic and often loose the mean-
ing of living their lives further. Suicidal tendencies and in turn suicide emerge from 
this negativism, often remains unrecognised and then one day, it occurs suddenly (re-
fer to Figure 1).  

Thus suicidality is a challenging multi-disciplinary research area. The most critical 
challenge of suicidality is that its occurrence is absolutely unpredictable and in almost 
all occasions, it is abrupt and sudden. Therefore, early screening of risks could be 
useful to prevent its occurrence. 

To address these issues in various domains of internal medicine, application of data 
mining and knowledge engineering techniques are gaining popularities as these are 
often useful for achieving the speedy solutions for a health problem e.g. psychiatric 
illnesses that often kills years of precious time [3]. Unfortunately due to involved 
complexities and subjectivity with psychiatry, the number of available literature does 
not score much. To engineer knowledge from a set of complex and subjective medical 
data of suicidal patients, the present paper is an attempt to screen suicidal risks with 
the help of a JAVA-based classifier. 

The contribution of this paper may be three-fold. Firstly, it describes the methodol-
ogy to simplify the subjectivity issues of complex medical data using data mining-
based techniques and fit with Pierce’s Suicide Intent Scale (PSIS). Secondly, using a 
similarity-based approach an intelligent classifier is developed on JAVA platform that 
can evaluate the suicidal risk pattern. This could be a significant contribution in neu-
ropsychiatry and medical informatics. Finally, this analysis itself should give valuable 
insights that might be helpful for supporting medical doctors and psychologists to 
screen the degree of prospective vulnerability of suicide in future patients. 
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The present work is organized as follows. Section 2 describes the background and 
motivations for the study. Section 3 discusses the methodology that includes data 
collection, data modeling (based on PSIS), and development of the intelligent classi-
fier. The performance of the developed classifier has been validated in  
Section 4. Finally in Section 5 conclusions have been drawn, limitations of this work 
are explained and the possible extensions are discussed. 

2   Background and Motivations 

Suicidality has been one of the most challenging research fields because of its multi-
faceted nature and socio-economic importance. It does cause loss of lives and re-
sources, but preventable if screened and treated. Literature survey using Cochrane, 
MedLine, MedScape, Psycinfo and PubMed databases show that most of the studies 
on suicidality have focussed on a) meta-analysis of demographic scenario, b) neuro-
biological basis, c) psychiatric predispositions, and d) questionnaire-based suicide 
intent scales (SIS) designs. Detail descriptions of all the studies are beyond the scope 
of this paper; however, some of the works, relevant to demonstrate the importance of 
suicidality as a research topic are discussed as follows.  

Global studies on suicidality show that socially dejected, widowed or unemployed 
middle-aged males commit suicide more than females who attempts more [1]. Apart 
from adult populations, there are also evidences that the tendency of suicide is in-
creasing among teenagers as well as in children [2]. Chronic illnesses, such as mental 
diseases [1], cancers [3], HIV [4], chronic pain disorders (e.g. rheumatoid arthritis [5) 
contribute behind the onset of suicidality. Suicidality is also very common in those 
who are drug or alcohol abusers [6]. Thus, study (especially screening) of suicidality 
is of global interest. 

Screening of vulnerability based on one’s neurobiological status could be a useful 
guide for risk assessment.  Studies have found a strong connection between suicide 
and serotonin deficiency in the brain [7], governed by serotonin transporter gene. 
More recently, attempts have been made to find a stable biomarker to study suicidal-
ity. A relationship between the lower ratios of homovanillic acid (HVA)-to-5-
hydroxyindoleacetic acid (5-HIAA) is found to be correlating in the cerebrospinal 
fluid of suicide attempters who suffer from depressions [8] [9]. Such finding poses a 
strong presumption that suicidality is perhaps biologically pre-determined. 

For early screening and assessment of suicidal risks, Suicide intent scales (SIS) or 
Intent Score Scales (ISS) remain the only way by which one can predict the vulner-
ability starting from suicidal ideations to committing suicide. Unfortunately there are 
only a few scales, available to measure the suicide risks. The Beck’s suicide intent 
scale [10] is one of the most widely used SIS. In 1977 and 1981, respectively Pierce 
developed [11] and validated [12] a modified version of the Beck scale, called 
Pierce’s Suicide Intent Scale (PSIS) that is used in this paper. Nurse’s Global 
Assessment of Suicide Risk (NGASR) [13] is a recently developed scale that is 
especially useful for the novice scorers. Detail description of all these rating scales is 
beyond scope of the present paper. Generally speaking, SIS render a useful guidance, 
especially prevents complacency and over confidence but these are still very much 
manual and often the scorings are biased. For example, it may so happen that for  
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similar cases, same person may score differently during different occasions for a par-
ticular patient. To address these issues, computerized intelligent systems may be  
useful.  

This paper proposes that applications of various data mining approaches and intel-
ligent computing could be interesting research areas, but due to involved complexities 
with the psychiatric data, the number of studies does not score much. However, to 
address it particularly, Chattopadhyay (2007) and Chatttopadhyay et al. (2007) have 
developed tools to identify suicidal risks in psychiatric patients using statistical mod-
elling techniques [14] further extended to the development of an SVM-based  
controller [15]. This paper aims to develop a similarity-based classifier and test its 
performance (capacity to measure suicidal risks) with a set of known patients with 
varying degree of suicidal risks.  

3   Methodology 

This paper proposes to develop a similarity-based classifier that is able to grade the 
risk of suicidality in a group of patients. The steps are as follows, 

Step 1: Data Collection  

Retrospective information of a group of anonymous patients (n=50) with history of 
suicidal attempts and committed suicides are collected from the hospital records. It is 
important to mention here that proper ethical measures have been taken to conduct the 
data collection process. The data thus collected are structured according to PSIS-
based rating tool, which is discussed as follows.  

Table 1. Modified PSIS (a new factor ‘M’ is appended) 

 
Originally PSIS is composed of the 12 factors under three broad scoring constructs 
(refer to Table 1), these are  

• Circumstance Risk Scoring,  
• Medical Risk Scoring, and  
• Self-reporting risk scoring.  
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As studies have shown that suicidal risks are higher in patients with histories of 
past attempts [9], one more factor have been added in PSIS, i.e. ‘past history of sui-
cide attempts’ (refer to factor ‘M’ in Table 1) under Medical Risk Scoring to make 
our study a more realistic one. The medical data are collected based on certain inclu-
sion and exclusion criteria as follows,  

Inclusion criteria 
• Male and female adults, 
• History of one or more suicide attempts, 
• Predisposed with chronic illnesses (e.g. psychiatric co-morbidity, cancers 

etc.), and  
• Patients having warning symptoms (e.g. IS PATH WARM I – Ideation, S 

- Substance abuse, P – Purposelessness, A – Anxiety, T – Trapped, H – 
Hopelessness, W – Withdrawal, A – Anger, R – Recklessness, and M – 
Mood changes [16]) prior to the suicidal act. 

Exclusion criteria 
• Eunuchs 
• Children and adolescents, and 
• Violent suicide without any warning sign. 

The data thus collected are highly heterogeneous due to multiple entries in the hospi-
tal record as well as secondary in nature as the doctors and nurses collect these. Hence 
the data mandates pre-processing before the actual analysis is done. 

Step 2: Data Pre-processing 

Data pre-processing is an important step to prepare the data for classification and  
prediction study [17]. In this study following steps have been taken. This refers to 
cleaning of noise (errors), redundancies, and missing values. Noise is eliminated in-
corporating the expertise of psychiatrists and psychologists case-by-case. Missing 
values are filled up with the most common value of the corresponding attributes. Re-
dundancies are removed as well. Some of the attributes in the data may be redundant. 
Correlation analysis has been done to identify which two data within an attribute are 
statistically similar. For example, a group of similar patients may be regarded as a 
particular group of patients, represented by a single patient than all patients. In this 
study the data has further been transformed by generalizing it to higher-level con-
cepts, which are particularly useful for all the continuous-valued attributes. In this 
study, for example, each factor as well as their corresponding risks is weighted as 
‘low’, ‘medium’ or ‘high’. Intensive incorporation of domain knowledge remains 
pivotal to such transformation. Based on PSIS and the knowledge of domain experts 
the following parameters have been considered to structure the whole data, 

• Independent variables (factors) - thirteen factors (A to M) into considera-
tion for each patient. Each factor has ‘low’, ‘medium’ or ‘high’ contribu-
tion denoted by values 0, 1, or 2 according to their contribution or level 
of involvement, 

• Dependent variables (responses) - Four risk levels (values from 1 to 4). 
Risk levels 1-4 express ‘suicidal plans or thoughts’, ‘single suicidal at-
tempts’, ‘multiple suicidal attempts’ and ‘committed suicide’, respec-
tively. In this study we have considered first three risk levels because at 
these stages, if properly screened, suicide is still preventable. 
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• Age of the patients (four levels; level 1 to 4 are represented by <40,  >80, 
between 60 and 80, and 40-60 years), and 

• Sex of the patients where 0 and 1 indicates female and male, respectively.  
Thus an example of a patient within the matrix may be as follows 

FACTORS                      RESPONSE 
A    B…M   AGE    SEX              RISK 

               0     2      1       2        0                                   3 
The rule thus may be created as follows 

IF A is 0 AND B is 2 AND … AGE is 2 AND SEX is 0 THEN RISK is 3. 

Step 3: Development of Similarity-Based Classifier  

Similarity measure is a known technique to identify look-alike classes in a case based 
or rule based reasoning system with some probability value of how much similarity. 
To accomplish it, distance measure is a way with a condition that more is the distance 
less is the similarity and vice versa. The challenge in this paper is to apply these tech-
niques to a complex medical data set having multiple parameters. This is described as 
follows. 

Let us consider N data points in M dimensional [T] hyperspace, where each data 
point X

i 
(i =1, 2, 3, 4,…, N) is represented by a set of M values (i.e., X

i1
, X

i2
,….X

iM
). 

The Euclidean distances (D) between two data points, ‘i’ and ‘j’ are calculated as fol-
lows, 

                                           

2

1
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=

−=
M

k
jkikij XXD                                            (1) 

There is a maximum of N x N distances values among N data points and out of which 

2CN distances belong to Dij (where i<j) and D
ji 

each. Moreover, there are N diagonal 

values, which are equal to zero (where i=j). Similarity (S) between any two points 
(i.e., i and j) may be determined like the following, 

                                                          
1−= ijij DS                                                        (2) 

It means more is the distance less is the similarity and vice versa.  
In this study, the data matrix is generated with the collected patient data (i.e. train-

ing set, N=40) that is fed to a classifier that adopts a similarity-based approach,  
described above. The working principle of the classifier is to calculate the distances of 
two patient records (i and j) or between a patient and a class of records. Cumulating 
the absolute distance (δ ) of all factors does this. For example, 

FACTOR: A   B   C   D   E   F   G   H   I   J   K   L   M RISK 
 PT A:    1    2    0    1   1    0    2    0   1    0   2    2    1 3 
 PT B:    1    2    1    0   0    0    1    1   2    0   2    0    1 2 

   … 
          PT ‘n’   1    0    1    0   0    0    1    1   2    0   2    0    2               1     

                          ABS.δ :     0   0    1    1   1    0    1    1   1    0   0     2    0  
    SUM: 8 
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Here, PT A and PT B represent patient A and B respectively. ABS δ is the devia-
tion with absolute value and SUM denotes the total distance. In this example, the dis-
tance between these two cases is 8 (where as, the minimum is 0; the maximum is 13 x 
2 = 26) and we know that less is the distance more is the similarity.  Finally, the risk 
is estimated based on the closeness of the attributes, i.e. least cumulative distance. 
Additional feature of the developed classifier is that every new case dealt by it is ap-
pended with the training data letting it to be more robust, matured and more intelli-
gent. The performance of this classifier has been validated on some test cases (N=10) 
as follows.  

4   Validation of the Performance  

Experiment has been carried out to test the performance of the developed classifier in 
two modules – module 1 (only with the PSIS-based factors without age and sex) and 
module 2 (PSIS-based factors plus age and sex of the patients). The objective of this 
experiment is to note whether additional factors might influence the overall perform-
ance of the classifier. 

Module 1. Analysis without taking sex and age into consideration 
First, search has been made to find the closest case in the past (i.e., the patient that 

is closest to the new patient). This is achieved by calculating the distances between 
this patient and all other patients (attribute-by-attribute). 

Second, input data are separated and constructed into four classes with regard to 
the corresponding risk levels. This was supposed to give us some insight into the 
structure of the classes. Virtual class centre (i.e., a virtual patient whose record is 
closest to all other records), the mean, and the standard deviation (STD. DEV) for 
each factor have been calculated. Let us see this example,  

FACTOR:  A   B   C   D   E   F   G   H   I   J   K   L   M 
PT 1:       1    2    0    1   1    0    2    0   1   0   2    2    1 
PT 2:       1    2    1    0   0    0    1    1   2   0   2    0    1 
PT 3:       0    0    1    1   1    0    1    1   1   0   0    2    0 

MEAN OF FACTOR ‘A’: (1+1+0)/3 = 0.66 
STD DEV. FACTOR ‘A’: SQRT (((1+1+0) - 4/9)/3) = 0.72 

Third, the distances are measured between a patient and each of the four classes to 
find the class closest to this patient. For this, the overall distance (i.e., the cumulated 
distances between this patient and all patients of a particular class), the relative dis-
tance (i.e., the overall distance divided by the number patients in the class which re-
sults in the average distance), and the normalized distance (i.e., the relative distance 
transferred to a 0.0 to 1.0 spectrum) are calculated for the better understanding of the 
similarities. For example, let the following three patients be of the class “risk level 2” 

FACTOR:   A   B   C   D   E   F   G   H   I   J   K   L   M 
 PT 1:          1    2    0    1   1    0   2    0   1   0   2    2   1 
PT 2:         1    2    1    0   0    0   1    1   2   0   2     0  1 

                       PT 3:         0    0    1    1   1    0   1    1   1   0   0    2    0 
NEW PT 1:  1    0    0    2   1    0   1    1   2   0   0    1   1 
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ABS. DIST:  1    4    2    4   1    0   1    1   2    0   4    3   1 
SUM: 24 

REL. DIST. = ABS. DIST. / NO. OF ROWS = 24 / 3 = 8.00 
NORM. DIST. = REL. DIST. / MAX. DISTANCE  = 8 / 26 = 0.31 

NEW PT 2: 0    2    1    1   0    0   1    1   1   0   2    2   1 
ABS. DIST. 2    2    1    1   2    0   1    1   1   0   2    2   1 

SUM: 16 
REL. DIST. = 16 / 3 = 5.33 

NORM. DIST. = 16 / 3x26 = 0.21 

In the case, new patient no. 2 (NEW PT2) is closer to the given “risk level 2” class 
than new patient no. 1. 

Fourth, probability of a patient being of risk level 1, 2, or 3, respectively (level 4 
cases were disregarded for these patients have committed suicide and cannot be taken 
into account) has been estimated. To this end, it is found that all cases (independent of 
their risk level) within a certain distance (starting from 10 and decreased in single steps 
to 1). Based on the derived cases, the number of cases that were risk levels 1, 2, or 3 is 
counted and thus the probability can be calculated. For example, let us assume that for 
given patient record there were 8 cases within a given distance of 5. Let us further as-
sume that of these 8 cases three had the risk level 1, four belong to the risk level 2 and 
one was at the risk level 3. Based on the aforementioned assumptions of the similarity 
of a patient’s risk level to the other is coherent with the distance between those two. It 
may be said that this patient is with a probability of 3/8 (=37.5%) of the risk level 1, 4/8 
(=50%) of risk level 2, and 1/8 (=12.5%) of risk level 3, respectively. 

 

Fig. 2. (a) 

 

Fig. 2. (b) 
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Fig. 2. (c) 

Therefore the final diagnosis of the risk level for the given patient becomes ‘risk level 2’ 
or moderate risk. Refer to figure 2 (a) new patient values (all factors are set ‘0’), (b) new 
patient values (all factors are set ‘1’), and (c) new patient values (all factors are set ‘2’). The 
‘x’ and ‘y’ axis in this figure denote the number of new patients and the probability of risk. 

Module 2: Analysis after considering age and sex into analysis 
First, six classes, each with regard to another attribute (male, female, age group 1, age 

group 2, age group 3, and age group 4) are constructed. Similar as done above, the virtual 
class centre (i.e., a virtual patient whose record is closest to all other records) is then calcu-
lated along with the means, and the standard deviations for each factor. 

Second, in the same manner, the distances between a patient and each of the six classes 
are measured to find the class closest to this patient (which in an ideal world would be the 
two classes that correspond to the patient’s age and sex). For this, the overall distance (i.e., 
the cumulated distances between this patient and all patients of a particular class) has been 
calculated along with the relative distance (i.e., the overall distance divided by the number 
patients in the class which results in the average distance), and the normalized distance 
[0.0,1.0]. 

Third, the probability of a patient being of risk level 1, 2, or 3, respectively needs to be 
estimated. To this end, all cases (independent of their risk level, but dependent on the pa-
tient’s age and sex) within a certain distance (starting from 10 and decreased in single steps 
to 1) can be found. Based on the found-cases, then, counts of the number of cases that were 
with the risk levels 1, 2, or 3 including the probability values corresponding to the risk lev-
els can be determined as shown in figure 3 (a) and (b), respectively. 

 

Fig. 3. (a) 
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Fig. 3. (b) 

In figure 3 (a) and (b) age group 1 and sex (both males and females) of the patients 
were considered. Similarly studies have been done with different other age groups, 
but age group 1 is found to be most at risk especially in male patients. 

5   Conclusions and Future Scopes 

From the above study the following conclusions may be drawn 

• The classifier is able to evaluate the risk levels with certain probabilities. 
As the real-world scenario behind suicidality is extremely complex, it is 
not possible to make assumptions with absolute accuracy. However, with 
time and maturity, we hope that the accuracy can be improved. More-
over, certain more patterns may be captured with other different cases.  

• It is also possible that the given model must be adjusted by, for example, 
weighting each factor according to the opinion and experience of psy-
chologists. Defining the weights accurately behind individual case is a 
time taking process and impossible to some extent. Therefore, the pro-
posed classifier may be used at least to get the clue towards to risk-level 
of an individual case at this stage of research, and 

• The suicidal behaviour of each patient is so highly unique and special 
that is not really possible to evaluate a patient just based on historical 
data. But such a database could be very useful to fetch the hidden rules 
(refer to the example in page 7).  

The world is so complex and intricate that it is probably never really possible to take 
all factors into consideration that might drive a patient to commit suicide.  But this 
study can be proliferated with identification and in turn addition of more factors (pre-
dictors) within the classifier. Another useful extension of this tool can be that a rule 
base system can be constructed to capture every new scenario it comes across.  
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Abstract. Gene selection is a very important problem inmicroarray data
analysis and has critical implications for the discovery of genes related
to serious diseases. In this paper the problem of gene selection for can-
cer classification is considered. We develop a combined SVMs - feature
selection approach based on the Smoothly Clipped Absolute Deviation
penalty, minimizing directly the classifier performance. To solve our op-
timization problems, we apply the DCA (Difference of Convex functions
Algorithms) which is a general framework for non-convex continuous op-
timization. This leads to a successive linear programming algorithm with
finite convergence. Preliminary computational experiments on different
real data demonstrate that our methods accomplish the desired goal: sup-
pression of a large number of features with a small error of classification.

Keyword: Gene selection, Feature selection, Cancer classification,
SVMs, nonconvex optimization, DC programming, DCA.

1 Introduction

Microarray data are used to understand and monitor genes expression in many
areas of biomedical research. Microarrays are constantly delivering large amounts
of data about the inner life of a cell. One of challenges today is to evaluate
these gigantic data streams and extract useful information. Therefore robust and
accurate gene selection methods are required to identify differentially expressed
class of genes across low sample size. This task is also called feature selection, a
commonly addressed problem in machine learning, where one has class-labeled
data and wants to figure out which features best discriminate among the classes.
If the genes are the features describing the cell, the problem is to select the
features that have the biggest impact on describing the results and to drop the
features with little or no effect.

The feature selection aims at picking out some original features to facilitate
data collection, reducing storage space and classification time, and also defying
the curse of dimensionality to improve prediction performance. Several methods
� Corresponding author.
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have been proposed in the literature for these aims, some methods put more
emphasis on one aspect than another. In this work, focusing on gene selection
for cancer classification we propose an embedded method by directly optimizing
a two-part objective function with a goodness-of-fit term and a penalty for a
large number of variables. The embedded methods are preferable to achieve
good sparsity and accuracy because they proceed simultaneously classification
and variable selection. However they usually lead to a nonconvex optimization
problem that is hard to solve exactly. In the last years some efficient embedded
methods based on Support Vector Machine (SVMs) have been proposed. They
are distinguished from others in the use of the penalty functions ([1] - [7]).

Our Contribution: the starting point of our work is the approach of
Zhang et al. ([7]) who have considered the linear SVMs model with a non-
convex penalty called Smoothly Clipped Absolute Deviation (SCAD penalty).
The SCAD penalty function has been proposed by Fan, J. and Li, R ([2]) in the
context of regression and variable selection. In [2] computational experiments
on a family of penalty functions indicated that the penalized likelihood with the
SCAD penalty function gives the best performance in selecting significant vari-
ables without creating excessive biases. Zhang el al ([7]) have considered the so
called SCAD SVM model where the optimization problem consists of two parts:
the data fit is represented by the hinge loss function, and the regularization is de-
fined as the SCAD penalty. This is a very hard nonsmooth nonconvex problem.
Using a local quadratic approximation Zhang et al ([7]) have proposed an itera-
tive algorithm to solve the SCAD SVM in which only a series of linear equation
systems need to be solved. Our main contribution is to approximate the SCAD
penalty by a DC (Difference of Convex functions) function and then develop
an efficient algorithm based on DC programming and DCA (DC Algorithm)
for solving the resulting optimization problem. DCA is a robust approach for
nonconvex continuous optimisation ([8,9,10]). Preliminary computational exper-
iments indicate that the proposed method is promising and more efficient than
the standard L1− SVM algorithm.

The paper is organized as follows. In the next section we present the SCAD
SVM model developed in [7] and our new formulation for SCAD SVM. The
algorithm to solve the resulting problem is presented in Section 3 while the
numerical results are reported in Section 4.

2 Models

To construct an SVM, we consider the training set {(xi, yi)}n
i=1 where xi ∈ R

d

is the input vector, and yi ∈ {+1,−1} indicates its class label; the classification
problem is to learn a discrimination rule c : R

d → {+1,−1} which permits us
to assign a class label to any new subject observed in the future. For microarray
gene expression data, xi represents the expression levels of d genes of the ith

sample tissue and yi is “normal” or ”not”; often we have d >> n.
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2.1 The SCAD SVM

The SCAD penalty proposed by Fan and Li [2] has been expressed as follow, for
t ∈ R :

pλ(|t|) =

⎧⎪⎨⎪⎩
λ|t| if |t| ≤ λ,

− |t|2−2αλ|t|+λ2

2(α−1) if λ < |t| ≤ αλ,
(α+1)λ2

2 if |t| > αλ,

(1)

where α > 2 and λ > 0 are two tuning parameters. The function in (1) is
a quadratic spline function with two knots at λ and αλ. It is singular at the
origin, and do not have continuous second order derivatives. The Figure 1 shows
the SCAD penalty function with α = 3 and λ = 0.4.

Fig. 1. The SCAD penalty function

For achieving the gene selection to classification of tissues, Zhang et al [7]
proposed the following formulation called SCAD SVM (they focused on linear
SVMs, i.e. the classifier is defined by the hyperplane wT x + b)

min
b,w

(1/n)
n∑

i=1

[1− yi(b + 〈w, xi〉)]+ +
d∑

j=1

pλ(|wj |). (2)

The objective function in (2) consists of the hinge loss part and the SCAD
penalty on w. The parameter λ balances the trade-off between data fitting and
model parsimony. If λ is too small, the procedure tends to overfit the training
data and gives a classifier with a little sparsity; If λ is too large, the produced
classifier can be very sparse but have a poor discriminating power.
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2.2 The SCAD SVM DC

In this work we attempt to use DC programming and DCA which is a robust
approach for non-convex continuous optimisation ([8,9,10]) to solve the SCAD
SVM problem. For this purpose, we express the SCAD penalty function by an
appropriate way such that the resulting problem can be formulated in term of a
DC program.

To eliminate the absolute symbol in the objective function of (14) we define
the function fλ which coincides with pλ for all t ≥ 0, namely:

fλ(t) :=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
λt if 0 ≤ t ≤ λ,

− t2−2αλt+λ2

2(α−1) if λ < t ≤ αλ,
(α+1)λ2

2 if t > αλ,

fλ(−t) if t < 0.

(3)

Our new model called SCAD SVM DC takes then the form:

(SCAD SVM DC)
min F (ξ, w, b) := (1/n)

n∑
i=1

ξi +
d∑

j=1

fλ(wj)

s.t.: yi(b + 〈w, xi〉) ≥ 1− ξi (i = 1, . . . , n)
ξi ≥ 0 (i = 1, . . . , n),

(4)

where the nonnegative slack variables ξi, i = 1, ...n represent the error of the
linear classifier. We will show in the next section that SCAD SVM DC is a DC
program for which DCA can be successfully applied.

3 DCA for Solving SCAD SVM DC Problem

First, let us describe some notations and background materials that will be used
in the next. For a convex function θ defined on R

p and x0 ∈ dom θ := {x ∈
R

p : θ(x0) < +∞}, ∂θ(x0) denotes the subdifferential of θ at x0 that is

∂θ(x0) := {y ∈ R
p : θ(x) ≥ θ(x0) + 〈x− x0, y〉, ∀x ∈ R

p}.

The subdifferential ∂θ(x0) is a closed convex set in R
n. It generalizes the deriv-

ative in the sense that θ is differentiable at x0 if and only if θ(x0) is reduced
to a singleton which is exactly {θ′(x0)}. A convex function θ is called convex
polyhedral if it is the maximum of a finite family of affine functions, i.e.

θ(x) = max{〈ai, x〉+ b : i = 1, ...p}, ai ∈ R
p.

A point x∗ is called critical point of the function G−H if:

∂H(x∗) ∩ ∂G(x∗) �= ∅. (5)
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DC programming and DCA which have been introduced by Pham Dinh Tao in
1985 and extensively developed by Le Thi Hoai An and Pham Dinh Tao since
1994 (see e.g. [8,9,10]) constitute the backbone of smooth/nonsmooth nonconvex
programming and global optimization.

A general DC program takes the form:

inf{F (x) := (Gx) −H(x) : x ∈ IRp} (Pdc)

where G and H are lower semicontinuous proper convex functions on IRp. Such a
function F is called DC function, and G−H , DC decomposition of F while G and
H are DC components of F. The convex constraint x ∈ C can be incorporated
in the objective function of (Pdc) by using the indicator function on C denoted
χC which is defined by χC(x) = 0 if x ∈ C; +∞ otherwise.

The idea of DCA is simple: each iteration of DCA approximates the concave
part −H by its affine majorization (that corresponds to taking yk ∈ ∂H(xk))
and minimizes the resulting convex function.

Generic DCA Scheme:

Initialization. Let x0 ∈ R
p be a best guest, 0 ← k.

Repeat
Calculate yk ∈ ∂H(xk)
Calculate xk+1 ∈ arg min{G(x)−H(xk)− 〈x − xk, yk〉 : x ∈ R

p} (Pk)
k + 1 ← k

Until. convergence of xk.

Convergence properties of DCA and its theoretical basis can be found
in [8,9,10], for instant it is important to mention that:

– DCA is a descent method (the sequences {G(xk) − H(xk)} is decreasing)
without linesearch;

– If the optimal value of problem (Pdc) is finite and the infinite sequence {xk} is
bounded then every limit point x∗ of {xk} is a critical point of G−H .

– DCA has a linear convergence for general DC programs.
– DCA has a finite convergence for polyhedral DC programs ((Pdc) is called

polyhedral DC program if either G or H is polyhedral convex).

The construction of DCA involves DC components G and H but not the func-
tion F itself. Hence, for a DC program, each DC decomposition corresponds to
a different version of DCA. Since a DC function F has an infinite number of DC
decompositions which have crucial impacts on the qualities (speed of conver-
gence, robustness, efficiency, globality of computed solutions,. . . ) of DCA, the
search of a ”good” DC decomposition is important from algorithmic point of
views. How to develop an efficient algorithm based on the generic DCA scheme
for a practical problem is thus a judicious question to be studied, the answer
depending on the specific structure of the problem being considered. In the cur-
rent paper, we propose a DCA that has interesting convergence properties: our
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algorithm converges to a critical point after a many finitely iterations and its
consists of solving a linear program at each iteration.

We note that the convex concave procedure (CCCP) for constructing discrete
time dynamical systems studied in [11] is nothing else a special case of DCA.
Whereas the approach by Yuille and Rangarajan ([11]) assumes differentiable
objective functions, DCA handles both smooth and nonsmooth nonconvexe
optimization. In the last five years DCA has been successfully applied in several
works in Machine Learning for SVM-based Feature Selection [3], for improving
boosting algorithms [12], for implementing - learning [13,14], for Transductive
SVMs [15] and for clustering [16,17], ect.

3.1 A DC Decomposition of the SCAD SVM DC Objective
Function

First, let us show a DC decomposition of fλ(t). Let g and h be the functions
given by:

g(t) =

{
λt if t ≥ 0,

−λt if t < 0,
(6)

and:

h(t) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 if 0 ≤ t ≤ λ,

1
2(α−1) (t− λ)2 if λ < t ≤ λα,

λt− (α+1)λ2

2 if t > λα,

h(−t) if t < 0.

(7)

Clearly that g and h are convex functions and:

fλ(t) = g(t)− h(t).

Consider now the functions G and H defined by:

G(ξ, w, b) := (1/n)
n∑

i=1

ξi +
d∑

j=1

g(wj); H(ξ, b, w) =
d∑

j=1

h(wj) (8)

which are obviously convex. Then we have the following DC decomposition of
the SCAD SVM DC objective function:

F (ξ, w, b) := G(ξ, w, b) −H(ξ, w, b).

Since the function G (reps. H) depends only on ξ and w (resp. w), in the sequence
without ambiguity we use G(ξ, w) (resp. H(w)) instead of
G(ξ, w, b) (resp. H(ξ, w, b)). By the very definition of g, say: g(t) = max(λt,−λt),
it is convex polyhedral and so is G. Finally, the SCAD SVM DC problem can
be written as the next DC polyhedral problem:

min G(ξ, w) −H(w)

s.t.: yi(b + 〈w, xi〉) ≥ 1− ξi (i = 1, . . . , n)
ξi ≥ 0 (i = 1, . . . , n).

(9)
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In the standard form of a DC program (9) is expressed as

min {χK(ξ, w, b) + G(ξ, w) −H(w) : ξ, w, b) ∈ K} , (10)

where:

K :=
{
(ξ, w, b) ∈ R

n+d+1 : yi(b + 〈w, xi〉) ≥ 1− ξi, ξi ≥ 0 (i = 1, . . . , n)
}

.
(11)

3.2 DCA Applied to the DC Program (9)

According to the generic DCA scheme given above, apply DCA on the last
problem (10) amounts to computing a subgradient vk of H(wk) and then solving
the next convex program (at each iteration k)

min
{
G(ξ, w) − 〈vk, w〉 : (ξ, w, b) ∈ K

}
. (12)

Clearly that v can be chosen as

vj =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

0 if − λ ≤ wj ≤ λ

(α− 1)−1(wj − λ) if λ < wj ≤ αλ

(α− 1)−1(wj + λ) if − αλ < wj ≤ −λ

λ if wj > αλ

−λ if wj < −αλ

, j = 1, ...d, (13)

and the convex problem (12) is equivalent to:

min (1/n)
n∑

i=1

ξi +
d∑

j=1

ηj − 〈vk, w〉

s.t.: (ξ, w, b) ∈ K
g(wj) ≤ ηj (j = 1, . . . , d)

that is in fact a linear program:

min (1/n)
n∑

i=1

ξi +
d∑

j=1

ηj − 〈vk, w〉

s.t.:
(ξ, w, b) ∈ K
λwj ≤ ηj (j = 1, . . . , d)
−λwj ≤ ηj (j = 1, . . . , d).

(14)

Finally the DCA applied to (9) can be described as follows:

3.3 Algorithm DCA

Step 0. Choose u0 = (ξ0, , w0, b0) ∈ R
n × R× R

d; k = 0. Let τ be a tolerance
sufficiently small, set k = 0.
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Step 1. Compute vk ∈ ∂H(wk) via (13).
Step 2. Compute uk+1 := (ξk, wk, bk) by solving the linear program (14).
Step 3. If∥∥ξk+1 − ξk

∥∥+
∥∥wk+1 − wk

∥∥+
∣∣bk+1 − bk

∣∣ ≤ τ
(
1 +
∥∥ξk
∥∥+
∥∥wk
∥∥+
∣∣bk
∣∣)

then STOP
Otherwise, set k = k + 1 and go to Step 1.

Theorem 1. (Convergence properties of Algorithm DCA)

(i) DCA generates a sequence {(yk, zk, wk, γk)} such that the sequence {F (ξk,
wk, bk)} is monotonously decreasing.

(ii) The sequence {(ξk, wk, bk))} converges to (ξ∗, w∗, b∗) after a finite number
of iterations.

(iii) The point (ξ∗, w∗, b∗) is a critical point of the SCAD SVM DC objective
function.

Proof : (i) and (iii) are direct consequent of the convergence properties of general
DC programs while (ii) is a convergence property of a DC polyhedral program.

4 Computational Experiments

In this section, we compare our approach DCA with L1-SVM downloaded from
http://svm.sourceforge.net/docs/3.00/api/ on different real datasets concerning
gene selection for cancer classification.

4.1 Data Sets

Different public microarray gene expression datasets are used for the both train-
ing and testing phases: Breast cancer from van’t Veer et al. [18] , Leukemia from
Golub et al. [19], Prostate from Dinesh [20], Arcene is a benchmark from [21].
Here, we present a brief description of each one of them:

• Breast Cancer data: this dataset is described and used in van’t Veer et
al. [18]. It can be downloaded from:http://www.rii.com/publications/2002/
vantveer.html and corresponds to the selection of 24481 genes to refer 78
patient in training set, 34 of which are labeled as ”relapse”, and the rest
as ”non-relapse”. Correspondingly, there are 12 relapse and 7 non-relapse
samples in the testing data set.

• Leukemia data: the Leukemia dataset represents gene expression patterns
of 7129 probes from 6817 human genes. The training dataset consists of 38
bone marrow samples (27 ALL and 11 AML), versus 20 ALL and 14 AML
for testing dataset. It’s used by Golub et al. [19] and we can download it
from http://www.broad.mit.edu.
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• Prostate data: in this dataset used by Dinesh [20], the expression profiles
12600 genes. The training set contains 52 prostate tumor samples and 50
non-tumor (labeled as ”Normal”) prostate samples which can be downloaded
from http://www-genome.wi.mit.edu/mpr/prostate. The testing set of 8 pa-
tients having relapsed and 13 patients having remained relapse free can be
founded in http://carrier.gnf.org/welsh/prostate.

• Arcene data: this is among the benchmarks datasets of feature selection
which can be downloaded from http://www.nipsfsc.ecs.soton.ac.uk/. The
task of Arcene is to distinguish cancer versus normal patterns from mass
spectrometric data. The number of features is 10000.

4.2 Parameters

The following parameters are used during running DCA for all datasets:

• The parameter α, λ: we choose α = 3.4 as suggested by Fan and Li [2], and
λ = 0.4.

• The initial points : the components of w, and b are randomly chosen between
−5, and +5.

4.3 Numerical Results

We are implemented both of the approaches in the environment V.S C++ v6.0
and performed the experiments on an Intel Weon Processor 3.00GHz with 2.00
MBytes of RAM. In the table 1 we show the number of selected genes by DCA
and L1 SVM while in the table 2 we compare the errors of cancer classification of
both methods on the training sets and the test sets. We also indicate in Table 2
the CPU time in seconds of the two algorithms.

Table 1. The number of selected genes

Data Set Name Number of genes L1 SVM selected genes DCA selected genes

Breast Cancer 24481 24045 (98%) 19 (0.078%)
Leukemia 7129 7103 (99.6%) 10 (0.1%)
Prostate 12600 12423 (98.6%) 34 (0.27%)
Arcene 10000 9943 (99.4%) 34 (0.34%)

We observe from the computational results that

• DCA applied to the SCAD SVM DC problem suppressed more than 99% of
genes while the standard L1 SVM deletes only less than 2%.

• On the same dataset the classification error of DCA is always smaller than
that of L1 SVM, except for the training set of Breast Cancer data.

• DCA is faster than L1 SVM, except for the Breast Cancer data.
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Table 2. The error of cancer classification on training sets and test sets and CPU time
of the two algorithms

Dataset Training error Testing error CPU time

DCA L1 SVM DCA L1 SVM DCA L1 SVM

BreastCancer 0.06 0 0.26 0.36 107.96 15.78

Leukemia 0 0.36 0 0.36 4.34 15.93

Prostate 0.12 0.47 0.26 0.32 46.93 58.90

Arcene 0.05 0.56 0.44 0.56 9.73 193.75

Conclusion. We have proposed in this paper a continuous nonconvex optimiza-
tion approach based on DC programming and DCA for the SCAD SVM model.
Using a suitable DC decomposition we get a successive linear programming algo-
rithm that converges after a finite number of iterations to a critical point of the
SCAD SVM DC objective function. Preliminary computational concerning gene
selection for cancer classification shows that the proposed algorithm is promising
and better than the standard L1 SVM method. Our approach can be used for
the common feature selection - classification problem in machine learning. We
will extended the computational experiments on other kinds of data.
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Abstract. Feature selection is an essential data processing step to remove the 
irrelevant and redundant attributes for shorter learning time, better accuracy and 
better comprehensibility. A number of algorithms have been proposed in both 
data mining and machine learning area. These algorithms are usually used in 
single table environment, where data are stored in one relational table or one flat 
file. They are not suitable for multi-relational environment, where data are stored 
in multiple tables joined each other by semantic relationships. To solve this 
problem, in this paper we propose a novel approach called FARS to do both 
feature and relation selection for efficient multi-relational classification. By this 
approach, we not only extend traditional feature selection method to selects 
relevant features from multi-relations, but also develop a new method to recon-
struct the multi-relational database schema and get rid of irrelevant tables to 
further improve classification performance. Results of experiments conducted on 
several real databases show that FARS can effectively choose a small set of 
relevant features, enhancing the classification efficiency significantly and im-
proving prediction accuracy. 

1   Introduction 

It is easy and convenient to collect data through Internet, and data accumulates in an 
unprecedented speed. We analyze this collected data for data mining, such as classi-
fication, clustering etc. With the increasing number of dimensionalities, most machine 
learning and data mining techniques will meet a big problem: curse of dimensionality. 
They may be ineffective for high-dimensional dataset: the prediction accuracy will 
degrade and the processing time will be longer. How to solve the problem? Since 1970s 
scientists have found that feature selection is an effective method to solve the problem. 
It is frequently used as a preprocessing step for machine learning. It is a process of 
choosing a subset of attributes according to a certain evaluation criterion, and has 
shown effective in removing irrelevant and redundant attributes. In addition, the data is 
not collected only for data mining, but also more comprehensive for users when there 
are only relevant and useful attributes left. Also downsizing the data is helpful for 
efficient storage and retrieval. 
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There are many approaches [1-16] for single table feature selection. They can be 
divided into two categories of model: Filter and Wrapper. In the filter model, feature 
selection is performed as a preprocessing step to induction, and it relies on general 
characteristic of the training data to select some features without involving any learning 
algorithms. Some well-known algorithms are Focus [1], Relief [2], CFS [12, 13], and 
FCBF [16]. While in the wrapper model, it requires one predetermined learning algo-
rithm in feature selection and uses its performance to evaluate and determine which 
feature to select. As for each new subset of features, the wrapper model needs to learn a 
hypothesis (or a classifier). It tends to give superior performance as it finds features 
better suited to the predetermined learning algorithm, but it also tends to be more 
computationally expensive. When the number of features becomes very large, the filter 
model is usually a better choice due to its computational efficiency. 

Due to the advantages of the filter feature selection methods, a large number of al-
gorithms have been proposed. But, none of them is suitable for the multi-relational 
database. As we all know, relational database is the most popular format for structured 
data, and is thus one of the richest sources of knowledge in the world. Since data usu-
ally exist in multi-relations of database instead of one single table or one flat file, it is 
urgent to propose an approach for multi-relational feature selection. By comparing 
many single table feature selection algorithms, in this paper, we use Correlation-based 
Feature Selection method (CFS) that shows good performance. Then we extend this 
method into multi-relational database. By this way, the total number of features can be 
reduced. But the number of relations does not change a lot. So the efficiency im-
provement is limited. This motivates us to do relation selection. 

There are several challenges in this work: How can we apply single table feature 
selection method to multi-relational database? How can we traverse the database 
schema so that classifier be built and use efficiently? How can we determine the degree 
of a table’s relevance to class label? How can we prune tables according to their  
relevance? 

In this paper, we try to address the challenges discussed above. Our contributions are 
as follows: 

1 We update CFS method to deal with multi-relational feature selection. With this 
method, features in different tables can be processed directly, and no transformation 
is needed. 

2 In order to further enhance the learning performance, we propose an approach to 
compute the relevance of a table to the class label attribute and reconstruct the da-
tabase schema. By this way, we change the original relationship graph between ta-
bles into a linear linked list of tables. We also give a method to do efficient joining 
between tables for this database schema.  

3 Based on these approaches mentioned above, we design and implement an algorithm 
called FARS (Feature And Relation Selection). Experimental results indicate that it 
adapts well for multi-relational classifier such as CrossMine [18] and Graph- 
NB [20]. Experiments were conducted on three real datasets. Both CrossMine and 
Graph-NB shows that the learning time can be largely reduced and the accuracy can 
be improved by this approach. This attributes to the construction of simpler rela-
tionship structure based on effective selection of important features and tables. 
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The rest of the paper is organized as follows. In the second section, we review re-
lated work. In the third section, we introduce the multi-table feature selection approach, 
including traverse method, non-target table feature selection and reconstruction of the 
multi-table structure. The fourth section describes our algorithm. Finally, the experi-
mental study of this algorithm with different multi-table classification algorithms is 
given in section five and conclusion is in the last section. 

2   Related Work 

In filter model, a lot of statistic and information theoretical methods have been used on 
feature evaluation. We divide the existing filter algorithms into three categories ac-
cording to the feature evaluation methods, and choose several representative algorithms 
from each category: 1. the well-known filter algorithm RELIEF and FOCUS. RELIEF 
is first proposed by Kira and Rendell in 1992, it finds near-miss and near-hit and cal-
culates the correlated value between feature and class, then set a threshold. Any fea-
tures that greater than this threshold will be selected. In 1994, Kononenko [5] extended 
the RELIEF algorithm and made it applicable for different types of data. Another 
classic algorithm of filter is FOCUS, it is proposed by Almullim and Dietterich in 1991. 
It assumes that there is a bias of min-feature in each dataset, and it searches over the 
entire feature space to find out the minimum feature subset that is corresponding to the 
min-feature bias. The disadvantage is that its entire space searching is expensive. 2. 
Evaluated by information gain, Clardie [3] proposed an algorithm which combines the 
decision tree feature selection and nearest neighbor algorithm in 1993; Hall proposed 
correlation-based feature selection (CFS) in 1999 and 2000 [12, 13]; Liu proposed 
FCBF [16] that combines selecting optimal subset and feature relevance weight 
method. 3. Selecting features by cross-entropy, the algorithm that proposed by Koller 
Sahami [9] in 1996 searches for Markov Blanket. If the left set of attributes could 
replace the feature items in Markov Blanket, then remove it. 

We compared the algorithms that mentioned in the previous paragraph, and chose 
CFS that is with good performances to apply on the multi-relational database. 

We also worked with multi-relational classification algorithms. CrossMine is an 
algorithm that has high efficiency in multi-relational classification. It uses the method 
of tuple ID propagation to join tables virtually. By avoiding the cost of physical joins, 
CrossMine achieves better performance than several other multi-relational algorithms. 
Another multi-relational algorithm Graph-NB is a multi-relational Naïve Bayes clas-
sifier which uses semantic relationship graph to describe different relationships be-
tween tables, and use a straight-forward way to exclude some tables from the classifier. 

3   Multi-relational Feature and Relaiton Selection 

In multi-relational classification, there is a table that includes class label attribute. We 
call this table “target table” and this class attribute “target attribute”. The join chains of 
other tables are linked with the target table through primary keys and foreign keys 
directly or indirectly. In the following parts, we will discuss how to express the  



76 B. Hu et al. 

correlation between table and class, the method of traversing the table space, and the 
method of reconstructing the database schema. 

3.1   Correlation Measurement between Table and Class 

In this section, we discuss how to evaluate the goodness of tables for classification. In 
single table feature selection, a feature is good if it is relevant to the class concept but is 
not redundant to any other relevant features. We adopt this concept in multi-relational 
feature selection too, that is to say, a table is good if it is relevant to the class concept 
but not redundant to any other relevant tables. Considering different tables represent 
different aspects of database information, we assume that the redundancy between 
relevant tables is so low that can be ignored. In this sense, our key point can be focused 
on finding relevant tables based on multi-relational feature selection. 

First let’s discuss how to calculate the correlation between two attributes or two 
variables. We can use the method of getting information gain that based on informa-
tion-theoretical concept of entropy, a measure of the uncertainty of a random variable. 

If X and Y are discrete random variables (nominal), equation 1 gives the entropy of a 
variable X: 
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Where P(xi) is the prior probabilities for all values of X. Equation 2 gives the entropy of 
X after observing values of another variable Y: 
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The amount by which the entropy of X decreases after observing values of another 
variable Y reflects additional information about X provided by Y and is called infor-
mation gain (Quinlan, 1993) , which is defined in Equation 3: 
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Information gain is regarded a measure to evaluate relevance between two variables. 
Unfortunately, information gain is biased in favor of features with more values. 
Therefore, we choose symmetrical uncertainty (SU) (Press et al., 1988), defined as 
follows in Equation 4: 
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It corrects the bias of features with more values that made by information gain, and 
standardizes the value into [0, 1]. We’ve explained how to calculate the correlation 
between two attributes, next let’s discuss how to calculate the correlation between table 
and class, since the table is a set of attributes, we calculate attributes set’s correlation 
with class, according to the following Equation 5. 
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In Equation 5, variable n is the number of features, 
cfSU is the average SU value be-

tween features and class, and 
ffSU  is the average SU value of feature-feature inter-

correlation. Equation 5 is Pearson’s correlation, where all variables have been stan-
dardized. Similarly, this equation can be used to describe the correlation between table 
and class: TSU is the SU value between table and class. 

3.2   Non-target Table 

When calculating the SU value of feature and class, it is easy to work with the target 
table, but not with other tables, because there’s no class attribute in non-target tables, 
then how can we work with them? Fig.1 shows an example database. Arrows go from 
primary-keys to corresponding foreign-keys. Tables 1 and 2 are two example tables 
named Researcher and University respectively of this database, among which Re-
searcher is the target table. Attribute status in Researcher is the target attribute. 

R#

sex

age

U#

status

Researcher

P#

M#

author

R#

Paper

P#

M#

author

R#

Media

U#

rank

history

University

 

Fig. 1. An example of multi-relational database 

Table 1. Researcher 

R# sex age U# status 

r1 F 48 u1 Y 

r2 M 51 u2 N 

r3 M 62 u3 Y 

r4 F 36 u1 N 
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Table 2. University 

U# rank history 

u1 2 ≥100 

u2 2 ≥100 

u3 1 < 100 

u4 2 < 100 

u5 1 < 100 

Table 3. The join of Researcher and University 

Researcher ⋈ University 

R# sex age U# rank history status 

r1 F 48 u1 2 ≥100 Y 

r2 M 51 u2 2 ≥100 N 

r3 M 62 u3 1 < 100 Y 

r4 F 36 u1 2 ≥100 N 

There are two methods that can solve this problem. One is that join target table Re-
searcher with other tables respectively. Table 3 is the join result of table Researcher and 
University. Surely problem is solved, and single table feature selection algorithm can 
be used in every table, but the cost is very high. The other that can overcome this 
shortcoming, we adopt tuple ID propagation method proposed in CrossMine [18]. 

Table 4 is the result of tuple ID propagation. Two columns are added to the table 
University. One is to store the Researcher’s tuple ID (for convenience, R# can be re-
garded as Researcher’s tuple ID), and the other are class labels corresponding to the 
target table tuple. The number before the class label means the number of class labels. 
Thus we can easily calculate the SU value between attributes in University and class. 
During calculation, we ignore those tuples that do not join with target table since 
 

Table 4. The example of tuple ID propagation 

University 

U# rank history IDs class labeles 

u1 2 ≥100 1,4 1Y,1N 

u2 2 ≥100 2 1N 

u3 1 < 100 3 1Y 

u4 2 < 100   
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Fig. 2. The example of financial database from PKDD CUP 99 

there’s no impact on class, and sometimes calculate one tuple twice or more (first tuple 
in table 4) since this tuple has been linked with two tuples of the target table. 

3.3   Width-First Traverse Whole Database 

In the last section, we know that we have to propagate target table tuple ID to 
non-target tables in order to select every table’s relevant features. Now we discuss 
the traverse approach. There are primary keys and foreign keys in every table, 
tables are joined together through these keys or other attributes as long as they 
links two tables. Fig.2 shows a financial database from PKDD CUP 99. The ER 
diagram of this database is an undirected graph. When we traverse the whole 
database from the target table, there may be unnecessary repeat work with the 
same table. In order to avoid this problem, we convert the undirected graph to 
directed graph. Fig.3 is a directed graph based on our approach. 

3.4   Database Schema Reconstruction 

After finish of feature selection in every table, we sort the tables by their relevance to 
class label, and convert the ER diagram of database which is anundirected graph into  
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Loan

Order

Transaction

Disposition

District Client

Card

Account

 

Fig. 3. Directed graph 

linear directed list. There are two reasons for doing this: 1, the multi-relational  
classifier can process faster when database schema is list structure; 2, it is more 
comprehensive for users that relevant tables are nearby target table. 

We take financial database as an example: after multi-relational feature selec-
tion, we get the list of tables by TSU value: Loan, Disposition, Transaction, Card, 
Client, District, Order and Account. We have to make sure that these tables have 
Keys between them. Some of them can use original Keys: Loan and Disposition 
both have key account_id, but others do not have. Since target table tuple ID has 
been propagated to every table, we can use these tuple ID as Keys to link tables in 
the list. 

4   Algorithm 

Based on the methodology presented above, we develop an algorithm called FARS 
in this selection. As in the following Fig. 4, given a multi-relational database, tt 
represents target table, G is the ER diagram of dataset, Qw is a queue of waiting 
tables, and the output includes the reconstructed database schema, and a list of 
tables with relevant features left. 

From line 1 to line 3, this algorithm initializes Qw, Lt and Lf to NULL, sets 
threshold (default value = 0) and puts tt into Qw. From line 4 to line 13, algorithm 
will repeat major steps on every table in the waiting queue until the queue is 
empty. In line 5, 6, and 7, algorithm reads the table that Qw pops. If the table has 
been handled before, it continues next loop. Otherwise, it selects CurrentTable 
features (line8), adds CurrentTable into Lt if CurrentTable’s TSU is above the 
threshold, and propagates tt’s tuple id to its near neighbor tables and puts them into 
waiting table list (line11, 12). In line 14 and 15, to achieve the reconstruction of 
database schema, we sort tables by their TSU value and generate a new schema Go 
in the end. 
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Algorithm FARS 

Input   
mintst   threshold of TSU 
tt        a training target table 
G         dataset’s ER diagram 
Qw             a queue of waiting tables 

Output  
Go             an optimized dataset ER diagram 
Lt             a list of selected tables 
Lf             a list of selected features 

Major steps 
1 begin 
2 Init: Qw, Lt and Lf 
3 add tt into Qw 
4 do begin 
5  CurrentTable = Qw.pop ()  
6  if (CurrentTable is in Lt) 
7   continue 
8  TSU(CurrentTable) 
9            if (CurrentTable.TSU >= mintst) 
10   add CurrentTable into Lt 
11  T = GetLinkedTable (G, Lt, CurrentTable) 
12  propagate TID to T and add add T into Qw 
13 end until (Qw == NULL) 
14 sort tables and reconstruct schema 
15 generate Go 
16 end 

Fig. 4. Major steps of algorithm FARS 

5   Experiment Study 

The objective of this section is to evaluate our proposed algorithm in terms of the ef-
fectiveness of the selection of features and tables. 

We conducted experiments on three real databases. The effectiveness of the selec-
tion results is further verified by comparing the performance of classifiers that has been 
working with and without our approach. The comparison includes run time and accu-
racy. Classifiers that we choose are CrossMine [18] and Graph-NB [20]. Our approach 
demonstrates its efficiency and effectiveness in dealing with high dimensional data for 
classification. 

All experiments were performed on an HP NX6325 laptop with AMD Turion 
1.6Ghz CPU and 1024MB RAM, running windows XP Professional. All runtimes for 
algorithm Graph-NB include both computation time and I/O time, and runtimes for 
CrossMine only include computation time. In each database, ten-fold experiments are 
used. In addition, we discretized the continuous attributes into 10 intervals for each 
attribute in every database. 
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The first database is the financial database used in PKDD CUP 1999. Its schema is 
shown in Fig. 1. We adopt the same way as [18] did to modify it. There are 8 tables and 
36 attributes in this database. The second database is a mutagenesis database, which is a 
frequently used ILP benchmark. These two databases are often used in multi-relational 
classification experiments. The third database is a real database from educational 
area [21]. 

Fig.5 shows the effectiveness of the dimension reduction achieved by FARS. It 
compares the original number of features without feature selection (Full Features in the 
Fig. 5) and the number of features after feature selection (Selected Features in Fig. 5) 
on three datasets. From Fig. 5, we can see the pruning effectiveness of FARS is  
significantly. 
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Fig. 5. The effectiveness of feature selection by FARS 
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Fig. 6. Running Time of CrossMine on three datasets 
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Fig. 7. Accuracy of CrossMine on three datasets 

The experiment results of two classifiers’ performance are given in figures from Fig 
6 to Fig 9. 

We compare three kinds of experimental results on these datasets: running classifier 
without feature or table selection (No Selection), running classifier after feature selec-
tion (FS) and running classifier after feature and relation selection (FARS). The runtime 
in the following figures is in logarithmic (10) scale. 

Fig. 6 and Fig. 7 show the results of CrossMine. 
Fig. 6 indicates that FARS’s feature and relation selection method is more effective 

than both No Selection and FS (only doing feature selection) for efficiency improving. 
Fig. 7 tell us that the accuracy after doing both feature and relation selection is slightly 
better than only doing feature selection or without doing feature or relation selection on 
the average. Fig. 8 and Fig. 9 show the results of Graph-NB. 
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Fig. 8. Running Time of Graph-NB on three datasets 
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Fig. 9. Accuracy of Graph-NB on three datasets 

Fig. 8 and 9 almost tell the same story as Fig. 6 and 7. Therefore, from these figures 
we can conclude that, in general, (1) FARS improves the accuracy of both CrossMine 
and Graph-NB; (2) FARS decreases the runtime of both CrossMine and Graph-NB; (3) 
FARS have better performance than doing feature selection without relation selection. 
From individual accuracy values, we also observe that for most of the data sets, FARS 
can maintain or even increase the accuracy. (4) The dimension reduction is signifi-
cantly, which leads to the improvement of the classifiers’ enhanced efficiency. In sum, 
the approach proposed in this paper is an effective feature and relation selection method 
for improving classification performance. 

6   Conclusion and Future Work 

In this paper, we propose a multi-relational feature and relation selection approach, 
FARS. It not only makes an effective way of removing irrelevant and redundant at-
tributes, but also selects relevant tables and rearranges their relationship with the target 
table. The algorithm is successfully implemented and has been approved a good per-
formance. Two classifiers, CrossMine and Grahp-NB, have been approved to spend 
less learning time and get improved accuracy on several real databases. 

FARS fixes the target table as the first table classifiers deal with. Future work in-
cludes trying to change this, since target table is not always the most relevant table to 
class label attribute. More experiments and analysis can be done to explain the reason 
behind these approaches. 
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Abstract. Most of text categorization techniques are based on word
and/or phrase analysis of the text. Statistical analysis of a term frequency
captures the importance of the term within a document only. However,
two terms can have the same frequency in their documents, but one
term contributes more to the meaning of its sentences than the other
term. Thus, the underlying model should indicate terms that capture
the semantics of text. In this case, the model can capture terms that
present the concepts of the sentence, which leads to discover the topic of
the document.
A new concept-based model that analyzes terms on the sentence and

document levels rather than the traditional analysis of document only
is introduced. The concept-based model can effectively discriminate be-
tween non-important terms with respect to sentence semantics and terms
which hold the concepts that represent the sentence meaning.
A set of experiments using the proposed concept-based model on

different datasets in text categorization is conducted. The experiments
demonstrate the comparison between traditional weighting and the
concept-based weighting enhances the quality of categorization quality
of sets of documents substantially.

Keywords: Data mining, text categorization, concept-based model.

1 Introduction

Text mining attempts to discover new, previously unknown information by ap-
plying techniques from natural language processing and data mining. Catego-
rization, one of the traditional text mining techniques, is supervised learning
paradigm where categorization methods try to assign a document to one or
more categories, based on the document content. Classifiers are trained from ex-
amples to conduct the category assignment automatically. To facilitate effective
and efficient learning, each category is treated as a binary classification problem.
The issue here is whether or not a document should be assigned to a particular
category or not.

Most of current document categorization methods are based on the vec-
tor space model (VSM) [1,14,15], which is a widely used data representation.

C. Tang et al. (Eds.): ADMA 2008, LNAI 5139, pp. 87–98, 2008.
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The VSM represents each document as a feature vector of the terms (words or
phrases) in the document. Each feature vector contains term weights (usually
term-frequencies) of the terms in the document. The similarity between docu-
ments is measured by one of several similarity measures that are based on such
a feature vector. Examples include the cosine measure and the Jaccard measure.

Usually, in text categorization techniques, the frequency of a term (word of
phrase) is computed to explore the importance of the term in the document.
However, two terms can have the same frequency in a document, but one term
contributes more to the meaning of its sentences than the other term. Thus,
some terms provide the key concepts in a sentence, and indicate what a sentence
is about. It is important to note that extracting the relations between verbs
and their arguments in the same sentence has the potential for analyzing terms
within a sentence. The information about who is doing what to whom clarifies
the contribution of each term in a sentence to the meaning of the main topic of
that sentence.

In this paper, a novel concept-based model is proposed. In the proposed model,
each sentence is labeled by a semantic role labeler that determines the terms
which contribute to the sentence semantics associated with their semantic roles
in a sentence. Each term that has a semantic role in the sentence, is called
concept. Concepts can be either a word or phrase and it is totally dependent
on the semantic structure of the sentence. The concept-based model analyzes
each term within a sentence and a document using the concept-based statistical
analysis that analyzes each term on the sentence and the document levels. After
each sentence is labeled by a semantic role labeler, each term is statistically
weighted based on its contribution to the meaning of the sentence. This weight
discriminates between non-important and important terms with respect to the
sentence semantics.

The explanations of the important termimilogies, which are used in this paper,
are listed as follows:

- Verb-argument structure: (e.g John hits the ball). “hits” is the verb. “John”
and “the ball” are the arguments of the verb “hits”,

- Label : A label is assigned to an argument. e.g: “John” has subject (or Agent)
label. “the ball” has object (or theme) label,

- Term: is either an argument or a verb. Term is also either a word or a phrase
(which is a sequence of words),

- Concept : in the new proposed model, concept is a labeled term.

The rest of this paper is organized as follows. Section 2 presents the thematic
roles background. Section 3 introduces the concept-based model. The experimen-
tal results are presented in section 4. The last section summarizes and suggests
future work.

2 Thematic Roles

Generally, the semantic structure of a sentence can be characterized by a form
of verb argument structure. This underlying structure allows the creation of a
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composite meaning representation from the meanings of the individual concepts
in a sentence. The verb argument structure permits a link between the arguments
in the surface structures of the input text and their associated semantic roles.

Consider the following example: My daughter wants a doll. This example has
the following syntactic argument frames: (Noun Phrase (NP) wants NP). In this
case, some facts could be driven for the particular verb “wants” (1) There are
two arguments to this verb (2) Both arguments are NPs (3) The first argument
“my daughter” is pre-verbal and plays the role of the subject (4) the second
argument “a doll” is a post-verbal and plays the role of the direct object. The
study of the roles associated with verbs is referred to a thematic role or case role
analysis [8]. Thematic roles, first proposed by Gruber and Fillmore [4], are sets
of categories that provide a shallow semantic language to characterize the verb
arguments.

Recently, there have been many attempts to label thematic roles in a sen-
tence automatically. Gildea and Jurafsky [6] were the first to apply a statistical
learning technique to the FrameNet database. They presented a discriminative
model for determining the most probable role for a constituent, given the frame,
predicator, and other features. These probabilities, trained on the FrameNet
database, depend on the verb, the head words of the constituents, the voice of
the verb (active, passive), the syntactic category (S, NP, VP, PP, and so on) and
the grammatical function (subject and object) of the constituent to be labeled.
The authors tested their model on a pre-release version of the FrameNet I corpus
with approximately 50,000 sentences and 67 frame types. Gildea and Jurafsky’s
model was trained by first using Collins’ parser [2], and then deriving its features
from the parsing, the original sentence, and the correct FrameNet annotation of
that sentence.

A machine learning algorithm for shallow semantic parsing was proposed
in [11][12][13]. It is an extension of the work in [6]. Their algorithm is based on
using Support Vector Machines (SVM) which results in improved performance
over that of earlier classifiers by [6]. Shallow semantic parsing is formulated as
a multi-class categorization problem. SVMs are used to identify the arguments
of a given verb in a sentence and classify them by the semantic roles that they
play such as AGENT, THEME, GOAL.

3 Concept-Based Model

This work is an extension of the work in [16] which enhances text clustering
quality. In this paper, a new concept-based model that generates concept vectors
is used to enhance the text categorization quality.

A raw text document is the input to the proposed model. Each document has
well defined sentence boundaries. Each sentence in the document is labeled auto-
matically based on the PropBank notations [9]. After running the semantic role
labeler[9], each sentence in the document might have one or more labeled verb
argument structures. The number of generated labeled verb argument structures
is entirely dependent on the amount of information in the sentence. The sentence
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that has many labeled verb argument structures includes many verbs associated
with their arguments. The labeled verb argument structures, the output of the
role labeling task, are captured and analyzed by the concept-based model on the
sentence and document levels.

In this model, both the verb and the argument are considered as terms. One
term can be an argument to more than one verb in the same sentence. This
means that this term can have more than one semantic role in the same sentence.
In such cases, this term plays important semantic roles that contribute to the
meaning of the sentence. In the concept-based model, a labeled term either word
or phrase is considered as concept.

The proposed concept-based model consists of concept-based statistical analy-
sis. The aim of the concept-based analysis is to weight each term on the sentence
and the document levels rather than the traditional analysis of document only.

The proposed model assigns new weight to each concept in a sentence. The
newly proposed weightstat is computed by the concept-based statistical analysis.

3.1 Concept-Based Statistical Analysis

The objective of this task is to achieve a concept-based statistical analysis (word
or phrase) on the sentence and document levels rather than a single-term analysis
in the document set only.

To analyze each concept at the sentence-level, a concept-based frequency mea-
sure, called the conceptual term frequency (ctf) is utilized. The ctf is the number
of occurrences of concept c in verb argument structures of sentence s. The con-
cept c, which frequently appears in different verb argument structures of the
same sentence s, has the principal role of contributing to the meaning of s.

To analyze each concept at the document-level, the term frequency tf , the
number of occurrences of a concept (word or phrase) c in the original document,
is calculated.

The concept-based weighting is one of the main factors that captures the
importance of a concept in a sentence and a document. Thus, the concepts
which have highest weights are captured and extracted.

The following is the concept-based weighting weightstat which is used to dis-
criminate between non-important terms with respect to sentence semantics and
terms which hold the concepts that present the meaning of the sentence.

weightstati = tfweighti + ctfweighti (1)

In calculating the value of weightstati in equation (1), the tfweighti value
presents the weight of concept i in document d at the document-level and
the ctfweighti value presents the weight of the concept i in the document d
at the sentence-level based on the contribution of concept i to the semantics of
the sentences in d. The sum between the two values of tfweighti and ctfweighti
presents an accurate measure of the contribution of each concept to the meaning
of the sentences and to the topics mentioned in a document.
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In equation (2), the tfij value is normalized by the length of the document
vector of the term frequency tfij in the document d, where j = 1, 2, ..., cn

tfweighti =
tfij√∑cn

j=1 (tfij)2
, (2)

where cn is the total number of the concepts which has a term frequency value
in the document d.

In equation (3), the ctfij value is normalized by the length of the document
vector of the conceptual term frequency ctfij in the document d where j =
1, 2, ..., cn

ctfweighti =
ctfij√∑cn

j=1 (ctfij)2
, (3)

where cn is the total number of concepts which has a conceptual term frequency
value in the document d.

Concept-Based Statistical Analysis Algorithm
———————————————————————
1. d is a new Document
2. L is an empty List (L is a top concept list)
3. for each labeled sentence s in d do
4. ci is a new concept in s
5. for each concept ci in s do
6. compute tfi of ci in d
7. compute ctfi of ci in s in d
8. compute weightstati of concept ci

9. add concept ci to L
10. end for
11. end for
12. sort L descendingly based on max(weightstat)
13. output the max(weightstat) from list L
————————————————————————–

The concept-based statistical analysis algorithm describes the process of calcu-
lating the tf and the ctf of concepts in the documents. The procedure begins
with processing a new document (at line 1) which has well defined sentence
boundaries. Each sentence is semantically labeled according to [9].

For each labeled sentence (in the for loop at line 3), concepts of the verb
argument structures which represent the sentence semantics are weighted by the
weightstat according to the values of the tf and the ctf (at lines 6, 7, and 8).
The concepts list L is sorted descendingly based on the weightcomb values. The
maximum weighted concepts are chosen as top concepts from the concepts list
L. (at line 13)
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The concept-based statistical analysis is capable of extracting the top concepts
in a document (d) in O(m) time, where m is the number of concepts.

3.2 Example of the Concept-Based Model

Consider the following sentence:

We have noted how some electronic techniques, developed for the defense ef-
fort, have eventually been used in commerce and industry.

In this sentence, the semantic role labeler identifies three target words (verbs),
marked by bold, which are the verbs that represent the semantic structure of
the meaning of the sentence. These verbs are noted, developed, and used. Each
one of these verbs has its own arguments as follows:

• [ARG0 We] [TARGET noted ] [ARG1 how some electronic techniques de-
veloped for the defense effort have eventually been used in commerce and
industry]

• We have noted how [ARG1 some electronic techniques] [TARGET devel-
oped ] [ARGM-PNC for the defense effort] have eventually been used in
commerce and industry

• We have noted how [ARG1 some electronic techniques developed for the de-
fense effort] have [ARGM-TMP eventually] been [TARGET used ] [ARGM-
LOC in commerce and industry]

Arguments labels1 are numbered Arg0, Arg1, Arg2, and so on depending on the
valency of the verb in sentence. The meaning of each argument label is defined
relative to each verb in a lexicon of Frames Files [9].

Despite this generality, Arg0 is very consistently assigned an Agent-type
meaning, while Arg1 has a Patient or Theme meaning almost as consistently [9].
Thus, this sentence consists of the following three verb argument structures:

1. First verb argument structure:
• [ARG0 We]
• [TARGET noted ]
• [ARG1 how some electronic techniques developed for the defense effort

have eventually been used in commerce and industry]
2. Second verb argument structure:

• [ARG1 some electronic techniques]
• [TARGET developed ]
• [ARGM-PNC for the defense effort]

1 Each set of argument labels and their definitions is called a frameset and provides a
unique identifier for the verb sense. Because the meaning of each argument number is
defined on a per-verb basis, there is no straightforward mapping of meaning between
arguments with the same number. For example, arg2 for verb send is the recipient,
while for verb comb it is the thing searched for and for verb fill it is the substance
filling some container [9].
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3. Third verb argument structure:
• [ARG1 some electronic techniques developed for the defense effort]
• [ARGM-TMP eventually]
• [TARGET used ]
• [ARGM-LOC in commerce and industry]

Table 1. Example of Concept-based Statistical Analysis

Number Concepts CTF

(1) noted 1

(2) electronic techniques
developed defense 1
effort eventually
commerce industry

(3) electronic techniques 3

(4) developed 3

(5) defense effort 3

(6) electronic techniques 2
developed defense effort

(7) used 2

(8) commerce industry 2

Individual Concepts CTF

(9) electronic 3

(10) techniques 3

(11) defense 3

(12) effort 3

(13) used 2

(14) commerce 2

(15) industry 2

After each sentence is labeled by a semantic role labeler, a cleaning step is
performed to remove stop-words that have no significance, and to stem the words
using the popular Porter Stemmer algorithm [10]. The terms generated after this
step are called concepts. In this example, stop words are removed and concepts
are shown without stemming for better readability as follows:

1. Concepts in the first verb argument structure:
• noted
• electronic techniques developed defense effort eventually commerce

industry
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2. Concepts in the second verb argument structure:
• electronic techniques
• developed
• defense effort

3. Concepts in the third verb argument structure:
• electronic techniques developed defense effort
• used
• commerce industry

It is imperative to note that these concepts are extracted from the same sentence.
Thus, the concepts mentioned in this example sentence are:

• noted
• electronic techniques developed defense effort eventually commerce industry
• electronic techniques
• developed
• defense effort
• electronic techniques developed defense effort
• used
• commerce industry

The traditional analysis methods assign same weight for the words that appear in
the same sentence. However, the concept-based statistical analysis discriminates
among terms that represent the concepts of the sentence. This discrimination is
entirely based on the semantic analysis of the sentence. In this example, some
concepts have higher conceptual term frequency ctf than others as shown in
Table 1. In such cases, these concepts (with high ctf) contribute to the meaning
of the sentence more than concepts (with low ctf).

As shown in Table 1, the concept-based statistical analysis computes the ctf
measure for:

1. The concepts which are extracted from the verb argument structures of the
sentence, which are in Table 1 from row (1) to row (8).

2. The concepts which are overlapped with other concepts in the sentence.
These concepts are in Table 1 from row (3) to row (8),

3. The individual concepts in the sentence, which are in Table 1 from row (9)
to row (15).

In this example, the topic of the sentence is about the electronic techniques.
These concepts have the highest ctf value with 3. In addition, the concept noted
which has the lowest ctf , has no significant effect on the topic of the sentence.

4 Experimental Results

To test the effectiveness of using the concepts extracted by the proposed concept-
based model as an accurate measure to weight terms in the document, an ex-
tensive set of experiments for a large scale evaluation of the proposed model in
document categorization is conducted.
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The experimental setup consisted of four datasets. The first data set contains
23,115 ACM abstract articles collected from the ACM digital library. The ACM
articles are classified according to the ACM computing classification system into
five main categories: general literature, hardware, computer systems organiza-
tion, software, and data. The second data set has 12,902 documents from the
Reuters 21578 dataset. There are 9,603 documents in the training set, 3,299
documents in the test set, and 8,676 documents are unused. Out of the 5 cate-
gory sets, the topic category set contains 135 categories, but only 90 categories
have at least one document in the training set. These 90 categories were used
in the experiment. The third dataset consisted of 361 samples from the Brown
corpus [5]. Each sample has 2000+ words. The Brown corpus main categories
used in the experiment were: press: reportage, press: reviews, religion, skills and
hobbies, popular lore, belles-letters, learned, fiction: science, fiction: romance,
and humor. The fourth dataset consists of 20,000 messages collected from 20
Usenet newsgroups.

In the datasets, the text directly is analyzed, rather than, using metadata
associated with the text documents. This clearly demonstrates the effect of using
concepts on the text categorization process.

For each dataset, stop words are removed from the concepts that are extracted
by the proposed model. The extracted concepts are stemmed using the Porter
stemmer algorithm [10]. Concepts are used to build standard normalized feature
vectors using the standard vector space model for document representation.

The concept-based weights which are calculated by the concept-based model
are used to compute a document-concept matrix between documents and con-
cepts. Four standard document categorization techniques are chosen for testing
the effect of the concepts on categorization quality: (1) Support Vector Machine
(SVM), (2)Rocchio, (3) Naive Bayesian (NB), and (4) k-Nearest Neighbor (k-
NN). These techniques are used as binary classifiers in which they recognize
documents from one specific topic against all other topics. This setup was re-
peated for every topic.

For the single-term weighting, the popular TF-IDF [3] (Term Frequency/
Inverse Document Frequency) term weighting is adopted. The TF-IDF weighting
is chosen due to its wide use in the document categorization literature.

In order to evaluate the quality of the text categorization, three widely used
evaluation measures in document categorization and retrieval literatures are
computed with 5-fold cross validation for each classifier. These measures are
the Macro-averaged performance F1 measure (the harmonic mean of precision
and recall), the Micro-averaged performance F1 measure, and the error rate.

Recall that in binary classification (relevant/not relevant), the following quan-
tities are considered:

– p+ = the number of relevant documents, classified as relevant.
– p− = the number of relevant documents, classified as not relevant.
– n− = the number of not relevant documents, classified as not relevant.
– n+ = the number of not relevant documents, classified as relevant.
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Table 2. Text Classification Improvement using Concept-based Model (weightstat)

DataSet Single-Term Concept-based
Improvement

Micro Macro Avg Micro Macro Avg
Avg(F1) Avg(F1) Error Avg(F1) Avg(F1) Error

Reuters
SVM 0.9023 0.7421 0.0871 0.9254 0.8521 0.0523 + 2.56%, +14.82%, -39.95%
NB 0.8132 0.6127 0.2754 0.8963 0.7843 0.0674 +10.21%, +27.97%, -72.62%

Rocchio 0.8543 0.6513 0.1632 0.9052 0.8062 0.0625 + 5.95%, +23.78%, -61.7%
kNN 0.8736 0.6865 0.1074 0.9174 0.8153 0.0541 + 5.01%, +18.76%, -49.62%

ACM
SVM 0.6851 0.4973 0.1782 0.7621 0.6854 0.1264 +11.23%, +37.82%, -87.36%
NB 0.6134 0.4135 0.4215 0.7063 0.6213 0.2064 +15.14%, +37.87%, -79.36%

Rocchio 0.6327 0.4826 0.2733 0.7248 0.6457 0.1537 +14.55%, +33.79%, -43.76%
kNN 0.6543 0.4952 0.2103 0.7415 0.6821 0.1325 +13.32%, +37.74%, -36.99%

Brown
SVM 0.8537 0.6143 0.1134 0.9037 0.8054 0.0637 + 5.85%, +31.10%, -43.82%
NB 0.7864 0.5071 0.3257 0.8461 0.7613 0.0891 + 7.95%, +50.12%, -72.64%

Rocchio 0.8067 0.5728 0.2413 0.8837 0.7824 0.0765 + 9.54%, +36.59%, -68.29%
kNN 0.8291 0.5934 0.1256 0.8965 0.7965 0.0652 + 8.12%, +34.22%, -48.08%

Newsgroups
SVM 0.7951 0.5923 0.1325 0.8723 0.7835 0.0534 + 9.7%, +32.28%, -59.69%
NB 0.7023 0.4975 0.3621 0.8134 0.7253 0.0721 +15.81%, +45.78%, -80.08%

Rocchio 0.7124 0.5346 0.2571 0.8503 0.7481 0.0683 +19.35%, +39.93%, -73.43%
kNN 0.7341 0.5581 0.1423 0.8647 0.7524 0.0542 +17.79%, +34.81%, -56.44%

Obviously, the total number of documents N is equal to:

N = p+ + n+ + p− + n− (4)

For the class of relevant documents:

Precision(P ) =
p+

p+ + n+
(5)

Recall(R) =
p+

p+ + p−
(6)

The F −measureα is defined as:

Fα =
(1 + α) ∗ P ∗R

(α ∗ P ) + R
(7)

The error rate is expressed by:

Error =
n+ + p−

N
(8)

Generally, the Macro-averaged measure is determined by first computing the
performance measures per category and then averaging these to compute the
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global mean. The Micro-averaged measure which is determined by first comput-
ing the totals p+, p−, n+, and n− for all categories and then use these totals to
compute the performance measures. Micro-averaged gives equal weight to every
document, while Macro-averaged gives equal weight to each category.

Basically, the intention is to maximize Macro-averaged F1 and Micro-averaged
F1 and minimize the error rate measures to achieve high quality in text
categorization.

The results listed in Table(2) show the improvement on the categorization
quality obtained by the the concept-based statistical analysis. The popular SVM-
light implementation [7] is used with parameter C = 1000 (tradeoff between
training error and margin). A k of 25 is used in the kNN method as illustrated
in Table(2). The parameters chosen for the different algorithms were the ones
that produced best results.

The percentage of improvement ranges from +14.82% to +50.12% increase
(higher is better) in the Macro-averaged F1 quality and from +2.56% to +19.35%
increase (higher is better) in the Micro-averaged F1 quality, and -39.95% to -
80.08% drop (lower is better) in the error rate as shown in Table(2).

Weighting based on the matching of concepts in each document, is showed to
have a more significant effect on the quality of the text categorization due to the
similarity’s insensitivity to noisy terms that can lead to an incorrect similarity
measure. The concepts are less sensitive to noise when it comes to calculating
normalized feature vectors. This is due to the fact that these concepts are orig-
inally extracted by the semantic role labeler and analyzed with respect to the
sentence and document levels. Thus, the matching among these concepts is less
likely to be found in non-relevant documents to a category. The results produced
by the proposed concept-based model in text categorization have higher quality
than those produced by traditional techniques.

5 Conclusions

This work bridges the gap between natural language processing and text catego-
rization disciplines. A new concept-based model is proposed to improve the text
categorization quality. By exploiting the semantic structure of the sentences in
documents, a better text categorization result is achieved. The introduced model
analyzes the semantic structure of each sentence to capture the sentence con-
cepts using the conceptual term frequency ctf measure. This analysis captures
the structure of the sentence semantics which represents the contribution of each
concept to the meaning of the sentence. This leads to perform concept matching
and weighting calculations in each document in a very robust and accurate way.

The concept-based analysis assigns weight to each concept in a document. The
top concepts which have maximum weights are used to build standard normalized
feature vectors using the standard vector space model (VSM) for the purpose
of text categorization. The quality of the categorization results achieved by the
proposed model surpasses that of traditional weighting approaches significantly.

There are a number of suggestions to extend this work. One direction is to link
the presented work to web document categorization. Another future direction
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is to investigate the usage of such models on other corpora and its effect on
document categorization results, compared to that of traditional methods.
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Abstract. Similarity discovery has become one of the most important research 
streams in web usage mining community in the recent years. The knowledge 
obtained from the exercise can be used for many applications such as predicting 
user’s preference, optimizing web cache organization and improving the quality 
of web document pre-fetching. This paper presents an approach of mining 
evolving web sessions to cluster web users and establish similarities among web 
documents, which are then applied to a Similarity-aware Web content Man-
agement system, facilitating offline building of the similarity-ware web caches 
and online updating of sub-caches and cache content similarity profiles. An 
agent-based web document pre-fetching mechanism is also developed to sup-
port the similarity-aware caching to further reduce the bandwidth consumption 
and network traffic latency, therefore to improve the web access performance.  

Keywords: Web usage mining, web caching, similarity discovery, web docu-
ment pre-fetching. 

1   Introduction 

Similarity discovery has become one of the most important research streams in web 
usage mining community in the recent years. One example of this research stream is 
discovering similarities between web users, and another is establishing similarities 
among web documents. The former is to discover clusters of users that exhibit similar 
information needs, e.g., users that access similar pages. By analyzing the characteris-
tics of the clusters, web users can be understood better and thus can be provided with 
more suitable and customized services [1]. And the latter is to cluster dynamic web 
documents under certain similarity measures [2]. By grouping web documents of 
similar themes, it is possible to make better recommendation to users who are viewing 
particular topic/s of web documents, thus to provide better services to the web users. 
The knowledge obtained from these exercises can also be used for many other appli-
cations such as predicting user’s preference [3], optimizing web cache organization 
[4] and improving the quality of web document pre-fetching [5, 6, 7].   

Most previous research efforts in web usage mining have worked with assumption 
that the web usage data is static [3]. However, the dynamic aspects of the web access 
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patterns, as a result of user interaction with the web, have more potential impact on 
mining effectiveness and predicting web users’ access preference. This is because 
web access patterns on the web site are dynamic due not only to the dynamics of web 
content and structure but also to changes in the user’s interests and their navigation 
patterns. Thus it is desirable to study and discover web usage patterns at a higher 
level, where such dynamic tendencies and temporal events can be distinguished. We 
focus on both static and dynamic web usage mining in this work in order to facilitate 
web caching organization and improve web pre-fetching performance in our Similar-
ity-aware Web Content Management (SaWCM) system [4]. 

In this paper we present approaches to perform web usage and web content mining 
to facilitate similarity-aware web content caching and document pre-fetching between 
the caching proxy and web browsers/users. A means of similarity based web content 
management is described to improve the relative performance of pre-fetching tech-
niques based upon user similarities and document similarities detected. Web docu-
ment caching in the context of this study will be based upon similarity detection. 
Document similarities will be sought from previously and newly cached documents 
by employing several concurrently applied, but differing, algorithms to detect equiva-
lences of broad-content or keywords and links contained within pages under scrutiny. 
Similarities between web documents, having been detected, will then be ranked for 
candidature to be fetched in anticipation of a user’s intentions.  Following the ranking 
exercise, content settings may be realized for sub-caches and pre-fetching may then 
proceed. 

The rest of the paper is organized as follows.  Section 2 defines the similarity 
measures. Section 3 presents the offline web mining approach to build initial web user 
clusters and sub-cache content similarity profiles (CSP).  In Section 4, we first review 
the similarity-based web cache architecture [8], and then outline the online approach 
to dynamically update the similarity-aware web caches and CSP. The similarity-aware 
web document pre-fetching strategy is also presented in this section. Section 5 con-
cludes the paper. 

2   Similarities Measures Used in This Work 

In our previous work, two types of similarity measures were defined for web usage 
mining, one for measuring similarities among web users [2] and the other for measur-
ing similarities among web documents [4]. The similarity measures of web users are 
used to clustering web users, while the similarity measures of the web documents are 
used to establishing links between web documents that share similar themes in their 
contents. Both of these similarity measures (and related mining approaches proposed) 
were based on the data collected in a certain period of time.   

However, web usage data is evolutionary in nature. The information needs of users 
may vary over time. Consequently, pages accessed by users in different time periods 
may be different as well. Responding to this change, the web contents cached in a 
particular (sub-)caches may change dramatically over time.  Such evolutionary nature 
of the web usage data poses challenges to web usage mining: How to maintain the 
web user clustering results and discover new web user clusters, and how to update 
similarity-aware web caching contents to reflect evolutionary nature of web usage 
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data. To deal with this change, we now describe briefly the new similarity measures 
to be used in this work to ease the mining result updating. 

2.1   Measuring Similarities among Web Users  

There are quite a few methods for clustering web users proposed in the literature [1, 3, 
7, 8, 9, 10]. In general, web user clustering consists of two phases, i.e., data prepara-
tion and cluster discovery (probably followed by another phase, cluster analysis, 
depending on application scenarios). In the first phase, web sessions1 of users are 
extracted from the web server log by using some user identification and session iden-
tification techniques [11]. Most existing web user clustering methods cluster users 
based on the snapshots of their web sessions. However, this type of web user cluster-
ing methods does not capture the dynamic nature of the web usage data. As the in-
formation needs of users may vary over time, pages accessed by users in different 
time periods may change as well. For example, Fig. 1 shows the historical web ses-
sions of users u1, u2 and u3 at time periods p1, p2 and p3, respectively, with a specific 
time granularity (e.g. day, week, month etc). It can be observed that pages visited by 
web users at different time periods are different. This can be attributed to various 
factors, such as users’ variation of their information needs and changes to the content 
of the web site etc [1]. 

In the second phase, clustering techniques are applied to generate clusters of users. 
Based on the web sessions shown in Fig. 1 (a) (i.e., in time period p1), existing web 
user clustering methods which use commonly accessed web pages as the clustering 
feature, such as the work in [2], will group the three users together as their web ses-
sions share common pages. However, for web sessions shown in time periods p2 and 
p3, different clustering methods may results in different user cluster/s.  

Among those recent web user clustering methods, the one reported by Chen et  
al. [1] is able to cluster web users based on the evolutions of their historical web ses-
sions. They defined the similarity between web users using the Frequently Changed 
Subtree Pattern (FCSP), which is a set of subtrees, in a page hierarchy2, whose struc-
tures frequently change together in a sequence of historical web sessions.  With 
FCSP, the sequences of historical web sessions of web users are represented as se-
quences of page hierarchies, where a page that will disappear in the next web session 
and a page that newly occurs in current session are distinguished. The changes to the 
structure of a page hierarchy, e.g. the insertions and deletions of pages, reflect the 
variation of user’s information needs. Based on the similarity measure defined, their 

                                                           
1 A web session, which is an episode of interaction between a web user and the web server, 

consists of pages visited by a user in the episode [1]. For example,  a request extracted from 
the server log:  

                 foo.cs.ntu.edu – [21/Feb/2008:10:22:02 – 0800]  
                “GET / www.ecu.edu.au/library/students.html HTTP/1.0” 200 3027 

means a user at foo.cs.ntu.edu accessed the page www.ecu.edu.au/library/students.html at 
10:22:02 on February 21, 2008. For simplicity, the web session contains only the page visited, 
e.g., “www.ecu.edu.au/library/students.html”, which is further simplified to “a/b/c”, as shown 
in Fig 1. All other information is omitted. 

2 According to [1], pages accessed in a web session are organized into a hierarchical structure, 
called a page hierarchy, based on the URLs of the pages.  
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algorithm, called COWES, clusters web users in three steps. First, for a given set of 
web users, it mines the history of their web sessions to extract interesting patterns that 
capture the characteristics of their usage data evolution. Then, the similarity between 
web users is computed based on their common interesting patterns. And finally, the 
desired clusters are generated by a partitioning clustering technique.  

 

Fig. 1. Historical Web sessions of users u1, u2, and u3 

We combine our work as reported in [7] with the method proposed by Chen et  
al. [1]. In particular, we adopt the similarity measures defined in [1].We implemented 
the algorithm and embedded it into an agent, i.e., Access Pattern Agent, (see Section 
4.3 for details) in this work. 

2.2   Measuring Similarities among Web Contents 

In this sub-section, we define similarity measures of web documents for effective web 
document caching and pre-fetching. To pre-fetch documents that are of similar topic 
to the document a user is currently viewing, we need to derive the similarity of con-
tents of web documents, ignoring any structural elements, e.g. HTML formatting. For 
efficacy of on-line pre-fetching, we propose different levels of similarity measures to 
capture levels of similarity between web documents.  

The similarities among web documents are computed based on a document model 
similar to that of [12], wherein structured web documents are represented as unor-
dered labeled trees. We consider containment rather than order of appearance of 
words within a document.  Our model differs from that of Flesca’s in two ways: first, 
we don’t consider the HTML formatting elements and, second, we consider a docu-
ment’s structure to be based on sectional elements, e.g. Abstract and subsections, 
while their work specifies texts in terms of pairs of start and end tags, e.g., <table> … 
</table>, <ul. … </ul>.  

In the resultant tree, each non-leaf node corresponds to a subsection of the docu-
ment (e.g. characterizing the title of the subsection), except that the root-node might 
also contain a set of keywords, a list of authors, a string for title, or/and a set of words 
comprising the abstract. Each leaf node corresponds to the text of that (sub)section. 
Notably, such a structure allows us to determine sectional similarities between par-
ticular elements such as titles; between the various contents, and, implicitly, between 
the structures of compared documents. In brief, a document tree is an unordered tree 
wherein each node is characterized by an associated set of type-value pairs. Given a 
document tree T, of root r, with a node nr we may represent a sub-tree of T rooted at 
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nr as T(nr). We define a set of functions, each characterizing some element, on the 
document tree: keyword(r), title(r), authors(r), abstract(r) and text(r). For a document 
tree rooted at r, keyword(r) = {s | s is a keyword contained in the keyword section of 
r}. The title(r), authors(r) and abstract(r) can be defined similarly. If n1, n2, . . . , nk 
are child nodes of r, then 

   text(r)= 

⎪⎩

⎪
⎨
⎧ ∈∪∪ = )}(|{)( 1 i

k
i ntextssrtitle

 

Essentially text(r) is a set of words contained in the various strings associated with 
nodes of the (sub-)tree rooted at r. text(r) is defined recursively.   

The similarity computation algorithm works on this tree structure by exploiting the 
information contained in individual nodes and the whole tree. Observe that each node 
keeps track of its level in the tree, its content and the content of its child nodes. 

When a user finds a web page that is on-topic, she or he may desire to view other 
documents of similar topic (this is one of the main driven points for similarity-aware 
pre-fetching). There are different parameters which determine the similarity of two 
documents: some are related according to their content and others by their in and out 
hyperlinks. In this section we consider only document content.  

We combine the TFIDF [13] and DCS [14] models to forming our new document 
similarity measures in this work. Levels of document similarity measures are defined 
by making use of the text extracted from elements of document (sub-)trees. To com-
pute the similarities efficiently, the measures must be normalized, allowing the com-
parison of pairs of documents and the selection of different levels of ele-
ments/components.  

Given two document trees T1 and T2, and two nodes r1 ∈T1 and r2 ∈ T2, we define 
an intersection function, which is based on Broder’s resemblance function [15], to 
assess the similarity between the document components represented by r1 and r2, 

      intersect (w(r1), w(r2)) =
|)()(|

|)()(|

21

21

rwrw

rwrw

∪
∩

                                  (1) 

where w(r) is a set of strings associated with nodes of the (sub-)tree rooted at r. The 
function intersect(w(r1),w(r2)) returns the percentage of the number of common words 
divided by the number of all words that appear in both w(r1) and w(r2). Clearly, inter-
sect(w(r1),w(r2)) ≤1, while equality exists when w(r1) = w(r2). 

For two trees rooted at r1 and r2, their similarities of keywords, titles and abstracts, 
respectively, may be defined by the formulae (2) through (4): 

 
SIMKB(r1, r2) = intersect(keyword(r1), keyword(r2))                      (2) 

 
SIMTB(r1, r2) = intersect(title(r1), title(r2))                                     (3) 

 
SIMAB(r1, r2) = intersect(abstract(r1), abstract(r2))                       (4) 

 
 

   if r is a non-leaf node,  with children 
     n1, …, nk 

{s |s is a word in leaf(T(r))}   if r is a leaf node of T 
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while the content-based similarity is defined as 
 

SIMCB(r1, r2) = intersect(w(r1), w(r2))                                        (5) 
 

where w(ri) = text(ri) ∪ keywords(ri) ∪ abstract(ri), i = 1, 2. 
Generally, the higher a word occurrence in a document, the closer that word relates 

to the theme of the document and this may be used to measure similarity between 
documents. To take the significance level of words into account, let weightr(s) be the 
number of occurrence of the word s in document represented by r, then the intersect 
function defined in (1) can be re-defined as 

 

intersectwt (w(r1), w(r2)) =
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Formula (6) is similar to the definition of TFIDF weight of documents, but it is used 
to calculating the similarity between two documents rather than evaluating how im-
portant a word is to a document. Based on this function, the weighted similarity 
measures SIMKB(), SIMTB(), SIMAB() and SIMCB() can all be re-defined by replacing 
intersect() in (2) to (5) with intersectwt() defined in (6). The weighted similarity meas-
ures will be used only when the frequency of word occurrences is considered impor-
tant to the content of the documents. 

3   Data Pre-processing – An Offline Phase 

The pre-processing phase in this work consists of two separate tasks: One is to cluster 
web users and the other is to compute the similarities among cached documents col-
lected in a specific time period. The first task, like many other web usage mining 
process, is performed in the following steps to achieve its goal:  

• collection of web data such as activities/click streams recorded in web server log;  
• preprocessing the web data such as filtering crawlers requests, requests to graph-

ics, and identifying unique sessions; 
• analysis of web data to discover interesting web usage patterns; and 
• interpretation/evaluation of the discovered usage patterns thus to cluster web 

users into clusters. 

Note that the above data pre-process phase is performed once before the subcaches 
and similarity profile, etc., are created, and subsequently applied once a while when 
the SaWCM needs to update its profiles on a regular time interval. Due to space limi-
tation, the detailed algorithm of clustering web users are omitted here (interested 
readers are referred to [1] and our previous work in [2, 4].   

The second data pre-processing task, i.e., computing the similarities among cached 
documents, is combined to the initial task of building caching architecture and simi-
larity profile of the SaWCM, which will be detailed in Section 4. Before this is done, 
to calculate similarities among documents, a text filter was developed to extract  
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meaningful words from related sections of a document, and count them per section. 
The detailed description of the text filter can be found in [4]. 

4   The Similarity-Based Web Cache Scheme 

The basic idea of web-caching is to reduce network traffic load and reduce retrieval 
latency by holding recent requested documents at the proxy caches so that they do not 
have to be fully retrieved upon identical request. In this section, we describe a similar-
ity-based multi-cache web content management scheme and on-line algorithm to 
capture and maintain an opposite similarity profile of documents requested through a 
caching proxy. 

4.1   Caching Architecture  

SaWCM is a similarity-based multi-cache web caching architecture (see Fig. 2). It has 
four major components: central router, similarity profiles, Cache Similarity Knowl-
edge Base, sub-caches, and document allocator. Of these, the central router is pivotal 
in controlling and coordinating other components. 

To configure the multi-cache web caching architecture, based on particular caching 
similarity level, we first cluster documents in cache based on combination of the simi-
larity measures (2), (3) and (4) introduced before (i.e., by taking a similarity measure 
SIM( r1, r2) = intersect (w(r1) , w(r2)) where w(ri) = title(ri) ∪ keywords(ri) ∪ abstract 
(ri), i = 1, 2), and determine the number, N, of themes of the documents. For the initial 
cache content clustering purpose, we examined a number web content classification 
approaches (e.g., decision trees, k-nearest neighbor classifiers, neural networks and 
support vector machine (SVM) [16] and finally adopted SVM classification algorithm 
(with slightly modification on it) for this purpose. SVM classification algorithm is 
more suitable than others to this work because it can work with short summary de-
scriptions of web pages (such as title, keywords and/or a small number of starting 
words of the document body), and it has been shown to be both very fast and effective 
for text classification problems [16].  

For each theme (or cluster), a number of stems relating to it were chosen (e.g., by 
looking at all stems produced by the text filter when similarity profile vectors were 
computed). Then the cache is divided into N+1 sub-caches. Each of the first N sub-
caches stores documents of one particular theme, and the last sub-cache stores other 
documents not belonging to any of the N themes. In this way, we ensure that similari-
ties among documents in any sub-cache are relatively higher, while relegating those 
among documents across sub-caches.  

The similarity profile (SP) comprises N two-dimensional arrays Ai(*, *), i=1, 2, …, 
N, of which each corresponds to one of the first N sub-caches. For each document j in 
sub-cache i, SP counts the number of occurrences of the stems that relate to the theme 
of the sub-cache, storing the numbers in vector Ai(j,*). This information is useful 
when performing similarity-aware pre-fetching from the sub-cache to a client. For 
each theme, we limit the number of stems to be a specific number (e.g., 128).  

The Cache Similarity Knowledge Base (CSKB) consists of a set of rules designed 
for classification of web contents. Semantics information can be used here to direct 
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the cache. Based on these rules, more advanced caching management can be imple-
mented. For example, the rule 
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Fig. 2. The similarity-based web cache scheme 

R1: allocate(X, y):- url(X, U), match(U, *.au), content(X, y(football)). 

directs a document in sub-cache y if it is about football and comes from Australia. 
The number of sub-cache y is determined by the theme most closely related stem 
“football”. 

The CSKB not only directs similarity information in its rules but it may also im-
pose various restrictions on sub-caches. For example, it is essential that dynamic 
documents, too large documents, or documents that are prohibited from caching will 
not be accepted in any sub-cache. These conditions can be combined into CSKB 
rules. As an example, the following rule R2 restricts that only those football related 
documents whose size is less than 2 megabytes could be cached.  

R2: allocate(X, y):- content(X, y(football)), size(X, <2M). 

A sub-cache is an independent cache that has its own cache space, contents and re-
placement policy. Since documents in a same sub-cache are usually of similar theme, 
simpler replacement policies, such as LRU, LFU and FIFO, may be applied.  

The sub-cache allocator assesses comprehensively a candidate set of evictions se-
lected by sub-caches, with possible results of: re-caching, eviction or probation. Of 
these, re-caching and eviction are instantaneous, while a probation document will be 
held by the allocator in its own space pending a final decision. A document to be re-
cached will be cached at once in a certain sub-cache. An eviction document will be 
purged immediately. 
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The central router in Fig. 2 mediates between cooperating sub-caches. Although a 
document may be cached “conceptually” in several sub-caches in terms of sub-cache 
document allocator evaluation, only one actual copy will be maintained. 

4.2   Online Updating of Cache Content and Similarity Profile 

A request for a document d invokes the similarity-aware caching algorithm as fol-
lows: an instance of d is sought in an in-cache index; if d is already cached (i.e., cache 
hit) and still fresh its containing sub-cache is noted whereupon d will be returned to 
the requesting client. If the instance of d is not fresh, then re-cache from an origin 
server, updating related parameters such as SP vectors. For a cache miss, a request for 
d will be forwarded to the origin server and a resultant downloaded document dnew is 
returned to the client. Based on the content of dnew, a SP vector will be calculated to 
determine a sub-cache cd in which dnew is to be cached. If there is insufficient space for 
dnew, the sub cache cd makes room according to its eviction (e.g. LRU, LFU) and/or 
space sharing policies. The document allocator of cd will then assess and purge any 
eviction candidates.  

4.3   Agent-Based Similarity-Aware Document Pre-fetching 

We now briefly describe the web document pre-fetching between caching proxies and 
browsing clients. If the proxy can predict those cached documents a user might access 
next, the idle periods of network links may be used to push (or to have the 
browser/client pull) them to the user while the user is viewing the web document. 
Since the proxy only initiates pre-fetches for documents in its caches, there is no extra 
internet traffic increase. 

We employ both proxy-side and client-side agents that exchange messages using a 
predefined protocol for performing similarity detection, document prediction, network 
traffic monitoring and proxy-client coordination intentions during the process where 
they negotiate to reach the most probable solution. We are concerned with coordinat-
ing intelligent behavior among these agents, i.e. how they coordinate their knowledge, 
goals and plans jointly to take action or to solve problems.  

In the similarity-aware web document pre-fetching process, three activities are cru-
cial and are the focuses in this section, including (1) identifying similarities between 
documents in the proxy cache and the document a user is viewing; (2) predicting 
documents that a client is most likely to access next; and (3) monitoring idle network 
periods to pre-fetch the documents. The first activity is similar to the similarity detec-
tion in caching new document (see Section 3 and 4.2). The third activity involves 
traffic handling and resource utilization, and is, thus, beyond the scope of this chapter. 
Therefore, we focus on the second activity. In this architecture, agents and other soft-
ware components are described as follows: 

The Client Agent (CA) plays the role of a client. It delivers a pre-fetching request to 
the Coordination Agent (CoA). Upon receipt of an initial pre-fetching plan (i.e., a list 
of candidate documents to be pre-fetched) from the CoA, it modifies the plan by re-
moving the candidates that were hit by its local cache, and then returns the modified 
plan to the CoA for final pre-fetching. The CoA is responsible for receiving the pre-
fetching requests from clients, and coordinates among the similarity detection agent 
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(SDA), access pattern matching agent (PMA), pre-fetching agent (PFA) and network 
traffic monitoring agent (TMA) for document pre-fetching. The SDA determines a set 
of documents whose similarity with the given document surpasses the given similarity 
threshold. These documents will be referenced when similarity-aware PFA performs 
document prediction. The PMA matches a number of other users whose past access 
patterns with the given user’s is greater than or equal to a certain threshold. These 
access patterns will also be referenced when the PFA performs document prediction. 
The PFA is responsible for predicting a set of cached documents as candidates of an 
initial pre-fetching plan (see Section 4.2). The TMA is responsible for monitoring the 
network traffic between the proxy and a given client. Once a suitable idle period is 
identified, the agent sends (if a proxy-side agent) a candidate document of the pre-
fetch plan from the proxy cache to the client within the idle period. This monitoring-
identifying-sending process continues until all candidate documents were sent, or the 
pre-fetching time limit is reached. The Conversation Manager (CM) coordinates the 
activities of agents in the documents pre-fetching circle. It is responsible for receiving 
events from an agent, and informing other agents of messages. For example, each 
agent routes all its outgoing messages through the CM, and all its incoming messages 
are received via the CM as well. 

We propose two agent-based prediction algorithms to guide similarity-aware pre-
fetching from proxy caches to clients. The first one is a pure similarity-based pre-
fetching predictor which considers only those documents whose similarities with the 
document in viewing surpass a certain threshold. The second algorithm (i.e., similar-
ity-aware pre-fetching) combines the prediction by partial matching (PPM)  
method [6] and the pure similarity-based pre-fetching strategies. These algorithms are 
the main functionalities and behavior of PFAs. 

The similarity-based pre-fetching agent predicts the next k documents in the proxy 
cache based on document similarities. With the support of the similarity-aware web 
cache architecture, the similarity-based document pre-fetching predictor works based 
on a very simple rule. Suppose a client is viewing a document, say d (at this time, a 
copy of d must be cached in a certain sub-cache, say ci, or being held by the alloca-
tor). When a pre-fetching request is received, the CoA invokes an SDA which com-
putes the similarities between d and those documents in sub-cache ci by referencing 
the similarity information in ith SP. No documents in other sub-caches are considered 
because of their low similarities with d. Then the predictor simply chooses k docu-
ments whose similarities with d are among the top k highest ones. These k documents, 
together with those cached pages to which hyperlinks exist from d, will form an initial 
pre-fetching plan and be returned to CoA for possible pre-fetching. 

Palpanas adopted the PPM [6] to predict the next l requests based on the past m  
accesses of a user, limiting candidates by an access probability threshold t. The per-
formance metrics of the algorithm depend on the (m, l, t) configurations [5]. The algo-
rithm uses patterns observed from all users’ references to predict a particular user’s 
behavior. Referencing too many contexts makes the prediction inaccurate, inefficient 
and unwieldy. Our previous work [7] extended the PPM algorithm by referencing 
only those access patterns from a small group of other users exhibiting high similari-
ties in their past access patterns to predict a current user’s next accesses. The number 
of times the algorithm can make prediction is reduced because of the smaller sample 
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size, but the hit ratio of the pre-fetching increases because more related access pat-
terns are referenced. We call the method pattern-similarity based PPM (or psPPM). 

The similarity-aware pre-fetching algorithm is formed by modifying psPPM, i.e., 
by replacing the access threshold t with s, where s is the similarity threshold between 
the document to be pre-fetched and the document the client is viewing.  

Suppose a user u is viewing a document d. When a pre-fetching request is received, 
the CoA invokes a PMA to assess and identify a set of r users’ access patterns of 
relatively high similarities with u (sorted in descending order). For l>1, not only the 
immediate next request, but the next few requests after a URL are also considered for 
potential pre-fetching. For example, if l = 2, the PFA predicts both the immediate 
next and its successor for the user. If m > 1, more contexts of the r users’ past ac-
cesses are referenced for the purpose of improving the accuracy of the prediction. 

The PFA maintains a data structure that tracks the sequence of URLs for every 
user. For prediction, the past reference, the past two references, and up to the past m 
references are matched against the collection of succession to the users’ past access 
patterns to produce a list of URLs for the next l steps. If a longer match sequence can 
be found from the other r users’ patterns, the next URL to the longest match is also 
taken as a potential document to be accessed next by the user. The outcome of each 
prediction is a list of candidate documents, ordered by their similarities with d. For 
those candidate documents with the same similarity value, the URL matched with 
longer prefix is put first in the list. 

5   Conclusions 

In order to make best use of large scale web caches, it is important to develop suitable 
content management strategies, because semantics information related to a document 
are important indicators to its usage. This paper described an approach of mining 
evolving web sessions to cluster web users and establish similarities among web 
documents. The knowledge obtained from the mining exercise is then used to facili-
tating offline building of the similarity-aware web cache and online updating of  
sub-caches and cache content similarity profiles. Upon reviewing the underlying web-
caching architecture of SaWCM, we developed similarity-based and similarity-aware 
predictors, respectively, for web document pre-fetching between proxy caches and 
browsing clients. It builds on regular web caching and tries to predict the next set of 
documents that will be requested, and guide the pre-fetching accordingly. This greatly 
speeds up access to those documents, and improves the users’ experience. 
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Abstract. Privacy preserving has become an essential process for any
data mining task. In general, data transformation is needed to ensure
privacy preservation. Once the privacy is preserved, data quality issue
must be addressed, i.e. the impact on data quality should be minimized.
In this paper, k -Anonymization is considered as the transformation ap-
proach for preserving data privacy. In such a context, we discuss the
metrics of the data quality in terms of classification, which is one of the
most important tasks in data mining. Since different type of classification
may use different approach to deliver knowledge, data quality metric for
the classification task should be tailored to a certain type of classifica-
tion. Specifically, we propose a frequency-based data quality metric to
represent the data quality of the transformed dataset in the situation
that associative classification is to be processed. Subsequently, we vali-
date our proposed metric with experiments. The experiment results have
shown that our proposed metric can effectively reflect the data quality
for the associative classification problem.

1 Introduction

When data are to be release to another business collaborator for data mining
purpose, the privacy issue must be addressed. Typically all identifiers such as ID
or name must be removed. Unfortunately, there could be another dataset which
can “link” to the released data. The link can be establish by common attributes
between the two datasets. For example, consider the datasets in Table 1. Suppose
that the dataset in Table 1a) is released from a hospital to be used to build a
classifier by a data analysis company. By considering this dataset alone could
misjudge that the privacy of the individuals which contain in this dataset has
been already preserved due to the removal of the identifiers. However, suppose
that there is another dataset which is released publicly for voting purpose as
shown in Table 1b). If an adversary wants to find private information about a

C. Tang et al. (Eds.): ADMA 2008, LNAI 5139, pp. 111–122, 2008.
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man named “Somchai” who lives in an area with postal code “50200”, and his
age is approximately 50 years-old. The adversary can link two datasets together
by using postal code and age attributes, subsequently, his medical condition will
be disclosed.

Table 1. Linkable datasets and its 2-Anonymity

Postal code Age Sex Disease

50211 1-25 Female Fever
50211 1-25 Female Fever
50202 26-50 Male Flu
50202 26-50 Male Flu
50200 26-50 Male Cancer

Name Postal code Age Sex

Manee 50211 19 Female
Wanthong 50211 24 Female
Tawan 50202 32 Male
Sutee 50202 41 Male
Somchai 50200 50 Male

Postal code Age Sex Disease

5021* 1-25 Female Fever
5021* 1-25 Female Fever
5020* 26-50 Male Flu
5020* 26-50 Male Flu
5020* 26-50 Male Cancer

a) b) c)

k -Anonymity [1] is a well-known privacy model for datasets, in which a dataset
is said to satisfy the anonymity, if for every tuple in the dataset, there are an-
other k -1 tuples which are in-distinguishable from the tuple for all “linkable”
attributes. If a dataset does not satisfy the standard, we can transform such the
dataset by generalize it until the standard is reached. For example, from the
dataset in Table 1a) we can generalized it into a 2-Anonymity dataset by chang-
ing the last digit of the postal code as shown in Table 1c). However, data quality
issue in the transformation processes must be addressed, i.e. the transformed
datasets should have enough quality to be used by the designate data processing
which is decided at the first place. As in our example, the transformed dataset
should be able to served the classification purpose.

Generally, the metrics proposed to determine the data quality can be cate-
gorized into two classes[2]: general data quality and data-mining-algorithm de-
pendence data quality. The examples of well-known general data quality metrics
are precision metric (Prec) in [3], k -minimal generalization in [4], or general loss
metric in [2].

For data-mining-algorithm dependence data quality, there are several metrics
proposed, particularly, classification data quality metrics [2,5]. Generally, this
type of metrics measures whether a transformed dataset can be used to build
a classification model accurately. However, there are many different approaches
for classification, e.g., gain-ratio based classification, associative classification, or
probability-based classification. In fact, these classification approaches are very
different in terms of both concept and methodology. Therefore, a classification
data quality metric should be tailored to a particular classification approach.

In this paper, we propose a new classification data quality metric for an im-
portant classification approach, associative classification [6,7]. The associative
classification works on support and confidence scheme as association rules [8],
but having a designate attribute as class label. Based on the new proposed met-
rics, we formalize the problem of data transformation by k -Anonymization. After
defining the problem, we conduct experiments to illustrate the applicability of
the metric. For the investigation purpose, we implement an exhaustive search al-
gorithm which transforms datasets, and meanwhile optimizes data quality. In the
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experiments, various characteristics of the problem are investigated to validate
the new proposed metric.

The organization of this paper is as follows. Related work is reviewed in the
next section. Section 3 presents the basic definitions used in this paper. Subse-
quently, we give the problem definition which includes our proposed data quality
metric in Section 4. Our metric is validated by experiments in Section 5. Finally,
we presents the conclusion and future work in Section 6.

2 Related Work

k -Anonymity is a well-known privacy model which was firstly proposed in [1].
There has been a lot of work applied the k -Anonymity because its simplicity
and meaningful of the transformed data. The examples of such the proposed
works are presented in [3,5,9,10,11,12,13]. As data quality of the transformed
datasets is concerned, transformation problem is not trivial. In [9], the authors
have proved that achieving an optimal anonymization, i.e. satisfying k while
having minimal impact on data quality, is an NP-hard problem.

In order to transform data to satisfy k -Anonymity, there are a few techniques
have been proposed. Such the techniques can be categorized into generalization
techniques [14], suppression techniques [9], and generalization with suppression
techniques [10]. While our work focuses on the first technique.

For classification data quality metric, there have been a few proposed metrics.
In [9], the authors suggested that data transformation weakens the ability to
classify data into classes. Therefore, a tuple will have less data quality and
subject to the penalty, if it is transformed and its class label is not the majority
class in the equivalence-quasi-identifer values. In [5], tuples are grouped together
to determine classification data quality by using information loss created by the
transformation processes. In this work the information loss is based on gain-ratio.

There have been a few privacy models built based on the k -Anonymity model
such as -diversity [12] or (α,k)-Anonymity model [13] in which our new proposed
metric can be included in the models as an additional metric, or it can replace
the generic classification metric when associative classification is to be used.

3 Basic Definitions

In this section, the basic definitions of the problem are presented as follows.

Definition 1 (Dataset). Let a dataset D be a collection of tuples, D = {d1, d2,
. . . , dn} and I = (1, ..., n) be a set of identifiers for elements of D. Tuples in a
table is not necessary to be unique.

The dataset D is defined on a schema A = {A1, A2, . . . , Ak}, and J =
(1, . . . , k) be a set of identifiers for elements of A.

For each j ∈ J , attribute domain of Aj is denoted as dom(Aj). For each i ∈ I,
di(A) = (di(A1), di(A2), . . . , di(Ak)), denoted as (di

1, d
i
2, . . . , d

i
k).



114 N. Harnsamut et al.

Let C be a set of class labels, such that C = {c1, c2, . . . , co}, and M =
{1, . . . , o} be a set of identifiers for elements of C. For each m ∈ M , cm is
a class label.

The label is just an identifier of a class. A class which is labelled as cm defines
a subset of tuples which is described by data assigned to the class. The class label
of a tuple di is denoted as di.Class. The classification problem is to establish a
mapping from D to C.

Definition 2 (Associative Classification). A literal p is a pair, consisting
of an attribute Aj and a value v in dom(Aj). A tuple di will satisfy the literal
p(Aj , v) iff di

j = v.
Given a dataset D, and a set of class labels C, let R be a set of classification

rules, such that R = {r1, r2, . . . , rq}, and L = {1, . . . , q} be a set of identifiers
for elements of R.

For all l ∈ L, rl :
∧

p → cm, where p is the literal, and cm is a class label.
The left hand side (LHS) of the rule rl is the conjunction of the literals, denoted
as rl.LHS. The right hand side (RHS) is a class label of the rule rl, denoted as
rl.RHS.

A tuple di satisfies the classification rule rl iff it satisfies all literals in
rl.LHS, and has a class label cm as rl.RHS.

A tuple di which satisfies the classification rule rl is called supporting tuple
of rl. The support of the rule rl, denoted as Sup(rl), is the ratio between the
number of supporting tuples of rl and the total number of tuples. The confidence
of rule rl, denoted as Conf(rl), is the ratio between Sup(rl) and the total number
of tuples which satisfy all literals in LHS of rl.

Generally, the set of attributes of a dataset which can “link” to another dataset
is called “quasi-identifier”. The linkage process is also called “re-identifying” as
it can identify the de-identified data. A quasi-identifier attribute is not necessary
to be a sensitive attribute, i.e. it can be disclosed but may be used to re-identify
individuals.

Definition 3 (Quasi-Identifier). A quasi-identifier of the dataset D, written
QD, is the minimal subset of the attributes A that can re-identify the tuples in
D by using given external data.

Definition 4 (k-Anonymity). A dataset D with a schema A and a quasi-
identifier QD satisfies k-Anonymity iff for each tuple di ∈ D, there exist at least
k − 1 other tuples di1 , di2 , . . . , dik−1 ∈ D such that di

j = di1

j = di2

j = . . . =
dik−1

j , ∀Aj ∈ QD.

Definition 5 (Generalization). Let a domain dom∗(Aj) = {P1, P2, . . .} be a
generalization of a domain dom(Aj) of an attribute Aj where

⋃
Pjt = dom(Aj)

and Pjt

⋂
Pjt′ = ∅, for jt �= jt′. For a value v in dom(Aj), its generalized value

Pjt in a generalized domain dom∗(Aj) is denoted as φdom∗(Aj)(v).
Let ≺G be a partial order on domains, dom(Aj) ≺G dom∗(Aj) iff dom∗(Aj)

is a generalization of dom(Aj).
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For a set of attributes A′,A′ ⊆ A, let dom∗(A′) be a generalization of a
domain dom(A′). A dataset D can be generalized to D∗ by replacing the values
of di(A′) with a generalized value φdom∗(A′)(di(A′)) to get a new tuple di∗. The
tuple di∗ is defined as a generalization of the tuple di.

For an attribute, the set of generalization domains on it forms a hierarchy deriv-
ing from the priori knowledge of the given data, or domain partitioning. From
the dataset in Table 1, we can apply the hierarchies shown in Figure 1a), 1b),
and 1c).

502**

5020* 5021*

50211 5021250200 50202

*

Male Female

1-100

1-50 51-100

1-25 26-50 51-75 75-100

a) b) c)

Fig. 1. Postal Code, Sex, and Age Hierarchies

Definition 6 (k-Anonymization). k-Anonymization is the transformation
from D to D∗ where D∗ is the generalization of D and D∗ satisfies the k-
Anonymity property.

4 Problem Definition

After giving the basic definitions, we formalize the problem of privacy preserving
for associative classification focusing on defining the new metric for data quality
of the transformed dataset.

Problem 1. Given a dataset D with a set of class label C, a quasi-identifier QD,
a k value, and a minimal support threshold minsup for associative classifica-
tion, find D∗ by anonymization such that 1) D∗ satisfies k -Anonymity property,
and 2) the impact on data quality (defined below) is minimized.

1. First, we define a general impact on data quality metric CGM as the one
originally proposed in [13]:

CGM =

∑
j∈J

hj

Full Generalizationj

|QD|
(1)

In the formula, for an attribute Aj ∈ QD, hj is the height of the generalized
value of Aj in D∗, and hj starts from zero when there is no generalization.
Full Generalizationj is the height of the hierarchy from the generalization
domain of attribute Aj .
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2. As the transformed dataset is intended to be used to build associative clas-
sifiers, we define the frequency-based classification impact CFCM as follows:

CFCM =

∑
fp∈FP [ hpfp

Full Generalizationfp
× Sup(fp)]∑

fp∈FP Sup(fp)
(2)

In the formula, fp is a frequency-pair of (p, cm) such that 1) p is a literal
on the attribute in the quasi-identifier QD, 2) cm is a class label, and 3)
the support of rule p → cm in D is no less than minsup. Note that we use
Sup(fp) to denote the number of supporting tuples for the rule Sup(p → cm).
FP is denoted as the set of all fp from D for the threshold minsup. Given a
frequent pair fp = (p, cm), hpfp is the height of the generalization value for
the literal p, and Full Generalizationfp is the height of the hierarchy from
the generalization domain of the attribute that is contained in the literal p.

For the sake of clarity, in Table 2, we present the components to determine
CFCM of the 2-Anonymity in Table 1 (QD is {Postalcode, Age, Sex} and the
hierarchies are shown in Figure 1). Given a minimum support as 0.2, we can see
that all frequency-pairs are listed in the left-most column. After using
Equation 2, the CFCM can be calculated. In this case, the value is 0.33.

Table 2. An example of CF CM calculation

Pair Sup(fp)
hpfp

F ull Generalizationfp

(50211, Fever) 2 1
2

(1-25, Fever) 2 0
(Female, Fever) 2 0
(50202, Flu) 2 1

2
(26-50, Flu) 2 0
(Male, Flu) 2 0

According to formula (2), the value domain of the frequency-based metric
is [0,1], in which the larger the value is, the greater impact on the result dataset.
Also, we can see that the frequency-based metric will penalty any transforma-
tion which degrades pairs (p, cm) with the support no less than minsup. The
intuition is: because such frequency-pairs will be used to derive the associative
classification rules, reducing the penalty on the frequency-pairs will preserve the
characteristics of the classifier. When comparing the generalizations of two dif-
ferent attributes, for a single level of generalization, the attribute with higher
hierarchy levels will cause less penalty since it introduces relatively less general-
ized values. Additionally, any transformation that affects the frequent pairs with
higher support will be punished more than the transformation that affects the
ones with less support.

Intuitively, the first metric can put a global constraint on the generalization
of all values, while the second metric can take care of the values relevant for
associative classification. As the datasets are intended for associative classifica-
tion building, therefore, the CFCM will be optimized firstly. If there are more
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Input:
D: a dataset
QD: a quasi-identifier
minsup: a minimal support threshold
k: a condition for k -Anonymity
dom∗(QD): a generalization on QD

Output:
D′

F CM : the output dataset, which satisfies the k -Anonymity property,
and the frequency-based classification impact on data quality is minimal

Method:
1 Initialize MIN GM and MIN FCM as 0;
2 Determine the set GD∗, whose elements are all possible generalized dataset D∗

3 based on dom∗(QD) for each attribute in QD;
4 for all generalized D∗

∈ GD∗

5 if D∗ satisfies k -Anonymity
6 Determine CF CM and CGM of D∗

7 if CF CM < MIN FCM or (CF CM = MIN FCM and CGM < MIN GM)
8 D′

F CM = D∗;
9 MIN FCM = CF CM ;
10 MIN GM = CGM ;
11 end if
12 end if
13 end for

Fig. 2. An exhaustive search algorithm

than one generalization which provide optimal solution in term of CFCM , the
one with the least general impact CGM will be selected as the final solution.

5 Experimental Validation

In this section, we present the experiments to validate whether the proposed
frequency based metric can well reflect the data quality for associative classi-
fication. Firstly, we present an exhaustive search algorithm which transforms
the given datasets to meet k -Anonymity standard and guarantees optimal data
quality. Then, we give the experiment setting for our validation. At the end, we
present the experiment results with discussions. Note that the results reported
in this section are five-time-average results.

5.1 Algorithm

Figure 2 shows the pseudo code of the exhaustive algorithm. This generates
the set of all possible generalization D∗ by using the hierarchies created from
generalization domains for the attributes in quasi-identifiers QD. After the gen-
eration, we determine whether a generalized dataset satisfies the pre-specified
k -Anonymity. For each k -Anonymity dataset, the general metric CGM and
frequency-based metric CFCM are determined. The transformed dataset with
minimum impact is selected as the output of the algorithm.

It is apparent that exhaustive algorithm explores very large search space and
is not practical for large datasets. However, since our focus in this paper is to
demonstrate the effectiveness of the proposed metric, we apply this algorithm
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to find the optimal solution. We are aware that some heuristics could be used
to find the near-optimal result efficiently.

5.2 Setting

We evaluate our proposed work by using “adult” and “crx” datasets from UCI
repository [15]. Both datasets are pre-processed by removing the tuples with
unknown values, and discretizing continuous attributes. Subsequently, the adult
dataset has 8 attributes available for quasi-identifier selection, and consists of
45,222 tuples. The crx dataset has 9 attributes for quasi-identifier, and consists of
671 tuples. In Table 3, we show the detail of quasi-identifier attributes, including
attribute names, the number of distinct values, generalization method, and the
height of the hierarchy.

Table 3. Quasi-Identifiers of Adult and Crx Datasets

Adult

Attribute Distinct Values Generalization Height

Age 42 5-,10,20-year ranges 4
Sex 2 Suppression 1
Race 3 Suppression 1

Martial Status 6 Taxonomy Tree 2
Education 13 Taxonomy Tree 4

Native Country 41 Taxonomy Tree 3
Work Class 6 Taxonomy Tree 2
Occupation 12 Taxonomy Tree 3

Crx

A1, A9, A10, and A12 2 Suppression 1
A4 3 Taxonomy Tree 2
A5 3 Suppression 1
A6 14 Taxonomy Tree 3
A7 9 Taxonomy Tree 3
A13 3 Suppression 1

The experiments are conducted on a 3.00 GHz Intel Pentium D PC with 3
gigabytes main memory running Microsoft Window Vista. The exhaustive algo-
rithm is implemented by using JDK 5.0 based on Weka Data Mining Software.

5.3 Results

We investigate two aspects of the transformed datasets in the experiments.
Firstly, because the transformed datasets are intended for associative classifi-
cation, we investigate whether the transformed dataset (with the least CFCM )
preserves the data quality for associative classification. Specifically, we derive
the classification model from the result dataset, and compute its classification
correction rate (CCR) as proposed in [5]. Given a testing dataset, the CCR is
computed by classifying each tuple into the predicted class label from the model,
subsequently, comparing the predicted class label with the actual class label, fi-
nally determining the ratio between the number of the correct prediction and
the total number of the tuples. The higher CCR value means the classification
model can be used to classify the target data better. Secondly, the effect of the
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Fig. 3. Effect of the size of QI to classification correction rate

size of quasi-identifier, and the k value on the proposed data quality metric
is investigated. In all experiments, the minsup are set as 10 % and 30 % and
minconf as 10 % and 50% for the adult and crx datasets respectively.

Classification Correction Rate. In these experiments, we apply the algo-
rithm to find a transformed dataset that satisfies the k -Anonymity on a specific
quasi-identifier and has the minimum value of the metric. Then, we build the
set of associative classification rules from the transformed dataset to classify the
testing datasets as explained in [6]. The classification correction rate (CCR) of
the generalized data will be compared with the “No-gen” dataset, which is the
original dataset without transformation.

The effect of the quasi-identifier size to the CCR is reported in Figure 3. In
these experiments, k is fixed at 4. From Figure 3a), the result shows that the
size of quasi-identifier does not have a significance effect on the CCR from the
adult dataset. As the CCR from the “No-gen” dataset is not high at the first
place, the generalization could not make the result worse significantly. However,
from Figure 3b), the CCR from the crx dataset rises when the size of quasi-
identifier increases. This is because, with the large size of quasi-identifer, the
algorithm has more candidates to select when discovering the optimal solution.
Therefore, the optimal dataset, which tends to preserve the frequency-pairs for
building the classification rules later, will have a better data quality. In general,
this result suggests that choosing the large size of quasi-identifer is appropriate
in our problem. It can not only block dataset linkage from linkable attributes,
but also yield a better classification correction rate.

In Figure 4, the effect of the k value to the CCR is presented. The size of
quasi-identifier is set at maximum value (i.e., 8 and 9 for dataset adult and crx
respectively) in these experiments. From Figure 4a), we can see that CCR from
the adult dataset remains constant with the change of k value. The reason is:
because this dataset has a very poor CCR at the first place, the generalization
causes it to derive only associative classification rules with one class label from
the majority classes of the dataset. Meanwhile, we can see that for the crx
dataset, the CCR is decreased with the increase of the value k. However, it can
be seen that the CCR starts to decrease after the k value is increased at 75. This
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means that there is a specific “falling-point” of the CCR when k is increasing.
Such the point could allow the practitioners to set the suitable k value by which
the possible privacy threat level is acceptable, while the very high CCR could
be obtained.

To summarize, we can see that the generalized datasets with optimal data
quality metric CFCM can derive the sets of associative classification rules with
high CCR. This shows that our proposed metric works effectively for the defined
problem. In the next section, we will further investigate the characteristics of
the proposed metric.

Frequency-Based Classification Metric Characteristics. First, the ef-
fect of the size of quasi-identifier to the frequency-based metric is reported in
Figure 5. In this experiment, the k value is fixed at 4 for both datasets.

Figure 5 shows the effect of the size of quasi-identifier on the frequency-based
cost metric. Let consider the sparse dataset adult first. When the adult dataset
is generalized, it is not hard to find the optimal solution with the least cost
metric. As shown in Figure 5a), the dataset can even satisfy k -Anonymity when
no generalization has taken place. For such the dataset, if the size of quasi-
identifier is increased, the optimal value of Cfcm is also increased. For the very
dense dataset as the crx dataset, it is often the case that k -Anonymity property
does not hold at the first place. By the way, the optimal value of Cfcm increases
when the size of quasi-identifier is increased.
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Secondly, the effect of the k value to the proposeddata quality metric is reported
in Figure 6. The number of attributes in quasi-identifier is fixed at maximum value
of each dataset. From Figure 6, we can see that when the k value is increased, the
cost metric also increases. For the dense dataset crx, the cost could be even 1.00
when the k value is set at 325. This means that all attributes that are related to
frequency-pairs have been generalized to the highest level. However, this could be
considered as an extreme case as the number of tuples in this dataset is small (671).

Also, in Figure 5 and 6, we report the general impact CGM of the datasets
which have optimal frequency-based metric. From the results, we can see that
the curves for CGM and CGM have the same trend. Intuitively, with the increase
of the size of Quasi-Identifer and the value k, more generalization is made to
satisfy the k-Anonymity property. As a result, the impact on both metric will
be increased.

6 Conclusion

In this paper, we address the problem of k -Anonymization under the circumstance
that the transformed dataset are used to build associative classification models.
The main contributions are twofold. Firstly, we have introduced a new data-
mining-algorithm dependent data quality metric, called “frequency-based” met-
ric. Secondly, we have conducted the experiments to validate the new metric, and
the results have shown that the optimal transformed datasets are able to perform
classification tasks effectively. Also, from the experiment results, we have shown
that the larger size of quasi-identifier not only makes a generalized dataset harder
to link, but also could help to improve the classification correction rate (CCR).
Additionally, the results have shown that the CCR will remain as similar as the
CCR from the original dataset at some period of k value. This observation could
help to select a suitable k in practice. In our future work, we will focus on the effi-
ciency of algorithms for this problem. Some heuristics will be applied to efficiently
search the near-optimal solution. Also, we will target on investigating the problem
where other privacy standards are applied.
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Abstract. With a large number of news available on the internet everyday, it is 
an interesting work to automatically organize news events by time order and 
dependencies between events. The work may help users to conveniently and 
quickly browse news event evolution. This paper defines an Event Timeline 
Analysis (ETA) task to meet the need. Compared with existing works, ETA 
presents event evolution in graph manner, and incrementally updates the proc-
ess of events evolving so as to better fit feature of stream of news on the inter-
net. In order to complete ETA task, this paper proposes an Event Evolving 
Graph (EEG) structure and building and tidying algorithm of EEG. Experiments 
demonstrate the utility and feasibility of the method.  

Keywords: Web mining, Events Timeline Analysis, Event Evolution Graph. 

1   Introduction 

We may almost find out any interested news by surfing the internet today. But mas-
sive information on the internet also raises a problem that it is very difficult to navi-
gate through a news topic. Perhaps search engine is helpful for the problem. However, 
it only provides a large number of Hyperlinks about the topic. Search Engine lacks 
ability to organize news event. If users want to know how news events evolve in a 
period, they have to depend on themselves. Therefore, if we may automatically organ-
ize news event about a topic by time order and dependency between events, and then 
present the result to users, it may help users to conveniently navigate through events 
evolution. 

In this paper, we define a web news Event Timeline Analysis (ETA for short) task 
to meet the above need. Because web news occur every day in stream manner, ETA 
should incremental present the process of news events evolution. Fig.1 illustrates an 
example of events evolution about a topic. 

Some works are similar with ETA, such as Topic Detection and Tracking, Com-
parative Text Mining, Temporal Text Mining and Event Treading. We will discuss 
these works in Section 2. 
                                                           
* This work was supported by NSFC Grant Number: 60773169, 11-th Five Years Key Pro-

grams for Sci. &Tech. Development of China under grant No. 2006BAI05A01 and Youth 
Grant of Computer School and Sichuan University. LI Chuan is the corresponding author. 
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Parts of these works only present event evolution in a list view, for example TDT 
task. Such are too restrictive for user understanding news events evolution. We 
want to give a graph view that may present rich structure of events evolution. Parts 
of these works analyze events evolving based on the web pages collection. How-
ever, they will be inefficient in news stream. For example, TTM [2] need a back-
ground model that will be generated in text collection. Event Threading [3] derive 
events on text collection.  

 
 
 
 
 
 
 
 
 

Fig. 1. An example of Events Evolution Graph 

To analyzing news events evolution in news stream, it is important for ETA to 
have ability to incrementally present events evolution. This paper defines ETA task 
that may incrementally present events evolution about a topic along timeline. This 
paper also proposes EEG structure and building and tidying algorithm of EEG to 
complete ETA task. 

The rest of this paper is organized as follows. Section 2 gives a brief introduction 
to related works. Section 3 formally describe ETA task. Section 4 introduces EEG 
building algorithm and tidying algorithm. Section 5 gives a thorough study on per-
formance of new method. Section 6 summarizes our study. 

2   Related Work 

Zai study CTM (Comparative Text Mining) [1] problem to find out themes on multi-
ple text collections. Zai proposes a probability mixed model. Theme is one of parame-
ters of the model, then use EM algorithm and the text collection to estimate the 
parameters. So theme can be derived. 

TTM (Temporal Text Mining) [2] task use model in [1] to find out theme and use 
K-L Divergence to calculate similarity between themes, then build theme evolution 
graph and analyze theme life-cycle. It partitioned documents to possibly overlapping 
subcollections with time intervals, then extract themes by probability mixed model. 
TTM needs a background model. It is built using text collection. Therefore, TTM is 
inefficient to incrementally update Theme Evolution Graph in news stream. 

Event Threading [3] supposes that all texts about one topic have been derived be-
fore analyzing events. Then it employs text clustering method to get events on the text 
collection. Event (each cluster is one event) is presented in a series of story. Because 
Event Threading is based on text collection, it also cannot incremental present events 
evolution. 

OCT 22th OCT 25th OCT 24th OCT 23th 

ChangE1 
has been all 
right 

Simulating 
ignition 

Lunched 
Successfully 

Transfer 
orbit 

Found the wreck 
of rocket  



 Timeline Analysis of Web News Events 125 

In TDT [10, 11], researchers have traditionally considered topics as flat clusters. 
However, in TDT-2003, a hierarchical structure of topic detection has been proposed 
and made useful attempts to adopt the new structure. However this structure still did 
not explicitly model any dependencies between events. 

Kuo[6] used documents clustering to group documents of describing same event to 
one cluster. However, it cannot analyze dependency between events and event evolu-
tion along timeline. Some works [7, 8, 9] may detect new events but cannot present 
events evolution. 

3   Problem Description 

We considers a piece of news web page as a event. 

Table 1. Symbol Table 

Symbol Description symbol Description Symbol Description 
e Event c Documents 

collection 
O Node 

d Document t Time stamp l Interval of levels 
w word v Vocabulary s Cluster 

Definition 1 (Event). Let d be a piece of web page, event e be words probability 

distribution{ ( | )}w dP w d ∈ in d, naturally ( | ) 1
w d

P w d
∈

=∑ . 

Definition 2 (Topic). In an event collection, we call the background of events as 
Topic.  

Topic is a higher-level concept than event. For example, Chang E1 was launched 
successfully and Chang E1 completed first orbital transfer successfully, are two 
events. Chang E1 is background of the two events, which is called Topic. 

Definition 3 (Event Evolution Graph). EEG is a directed acyclic graph with the 
level structure: 

1) Each node in EEG consists of four fields: Child_List, Next, TC, e where 
Child_list registers a list storing pointer that point to its children nodes, Next 
registers a pointer that point next node in same level, TC registers  text classifier 
and e registers a event that the node represents. 

2) Link between a node and its child node is called edge. 
3) EEG contains an array of level. Each record in the array consists of two fields: L 

and t where L registers a pointer that point to first node in a level, t represent 
time stamp of the level whose granularity is day. 

Fig.2 illustrates EEG. Node in same level have same time stamp. Same events are 
grouped to one cluster, and then build a node using the cluster. i.e., each node in EEG 
represents an event. Each edge represents dependency between two events. Edge only 
link nodes lied on different level. 

Definition 4 (Events Timeline Analysis). For a web pages collection c with same 
time stamp t, we call the task that either build EEG or incrementally update EEG 
using c as news Event Timeline Analysis (ETA). 
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Fig. 2. Structure of EEG 

4   Construction of EEG 

Observation 1. Let A and B be two events. A is usually considered being associated 
to B if the following two conditions are met: 1) time stamp of B is older than that of 
A; 2) A and B have high similarity.  

In fact, the construction of EEG is a process of finding out events and confirming 
dependencies between events. By Observation 1, we propose following steps to con-
struct EEG. 

1) Collect web pages about a topic, then put web pages into different sets C={c1,.., 
ck} by their time stamp where ci has older time stamp than ci+1. 

2) Construct first level of EEG: get c1, which has the oldest time stamp in C, then 
implement text clustering for c1 according to topic. Detect noise clusters and de-
lete them. Build nodes of first level by using the remained clusters. 

3) Construct i+1th level using ci+1 (updating operation): use classifier in i-l+1 ~ i 
level in EEG to classify each web page in ci+1, then each web page build a node 
in i+1 level. Use merging operation to merge nodes that have same parent 
nodes. 

4) Implement tidying operation for EEG. 

From the above steps, we can observe that key techniques of constructing EEG in-
clude: 1) web page clustering and noise cluster detection; 2) building text classifier; 3) 
building nodes of EEG and tidying EEG. 

We use text clustering method OHC in [4] to group web pages by topic and use 
PRAC method in [5] to build classifiers. This paper focuses on constructing, updating 
and tidying of EEG. 

4.1   Generating Nodes of EEG 

EEG consists of multiple levels. We use different methods to generate first level and 
other levels. We think that each piece of web pages represents an event. Every day, 
there are a large number of news events being generated. When we focus on impor-
tant events, it needs a technique to determine whether an event is important. 
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Observation 2. Compared with unimportant events, important events can have much 
more reports. The more news reports about an event are, the more import the event is.  

Experiment 1 in Section 5.2 gives a statistics test for Observation 2. On building 
first level of EEG, we use clustering method to group web pages about same event to 
a cluster. Because one cluster represents one event, therefore, by Observation 2, the 
quantity of web pages in a cluster reflects importance of the event.  

Definition 5 (Outlier Cluster). Let S={s1,.., sn} be a clustering solution, there are ki 
data in cluster si∈S. If the number of data ki in cluster si is obvious little than the 
number of data in others cluster, then cluster si is called as outlier cluster. 

Outlier clusters means the corresponding events are unimportant. After detecting 
and deleting outlier clusters in a clustering solution. The remains clusters in the clus-
tering solution all are important events. We will generate nodes of first level of EEG 
by using the remained clusters. 

By Definition 5, there exists obvious difference on the number of web pages be-
tween important and unimportant events. Hence we use the number of web pages in a 
cluster as attribute and employ outlier detection method to detect outlier cluster in 
clustering solution, and then delete outlier clusters. 

For each cluster, we will build a text classifier by using PARC approach [5]. Algo-
rithm 1 represents detailed steps of building first level of EEG. 

On building ith (i>1)level (updating EEG), it is necessary to confirm association 
between each new web page (each piece of web page is considered as a event) and 
events of other levels. We use classifier in each node to determine whether there are 
associations between new web page and old event. For every piece of web page in 
new level, it needs to be classified by classifiers in nodes of i-l~i-1 level. If a web 
page d is recognized by a classifier in node o, then we will generate a new cluster, and 
o is called parent node of the cluster. If d is not recognized by any classifier, it will be 
regarded as noise and will be deleted. After n piece of web pages (d1,.., dn) are ex-
plored, k (k<=n) clusters (s1,.., sk) will be generated. Each cluster sk contains parent 
node set POk. For two cluster sh and sj, if POh=POj , then we call sh and sj are equiva-
lent cluster. After merging all equivalent clusters, we will get m (m<=k) clusters at 
last. For each cluster, we build node of new level, then EEG is updated. Algorithm 1 
shows updating process of EEG. 

 
Algorithm 1. Construction of EEG 
Input: web pages collection c 
Output: EEG 
Steps: 
Procedure buildEEG(c)  // building first level of EEG 
1  csÅOHC (c);    // get clustering solution using OHC algorithm 
2  DelNoise (cs); 
3  eeg=new EEG(); buildLevel(eeg); 
4  For each cluster s∈cs DO 
5    BuildNode (s, eeg); 
 
Procedure updateEEG (c)  //building ith (i>1) level of EEG 
7  For each document d in c DO 
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8    build a cluster sj and put it into set cs; 
9    For each node o in i-l ~ i-1 levels DO   
10      If (o.TC(d)=true) Then 
11        put o into parent node set of sj  POj; 
12 MergeCluster (cs);  //merge equivalent clusters 
13 buildLevel (eeg);  
14 For each cluster s in cs DO 
15   BuildNode (s, eeg); 

 
Procedure BuildNode (s, eeg) // building nodes 
18  eÅgetEvent(s); tcÅPARC(s);  
19  insertEEG (new Node(e, tc)); 
20  For each node po in PO of s  
21      update child-list of po;  //updating children nodes of parent node 
 
Function buildLevel in step 3 and 13 update level array and next pointer of node in 

new level. When events of a topic evolve, for some hot topic, it is possible that there 
are many events happening every day. So l may be set to 1. For some topics are not so 
hot, l may be set to lager than 1 so that EEG may keep continuity. 

Function GetEvent in step 20 derived events from clusters. By definition 1, event is 
represented by a unigram language model. On deriving event from cluster (web pages 
collection), all web pages in the cluster will be regarded as train sample and event is 
regarded as parameter. By using following model, we can derive event. 

∑ ∑
∑
∈ ∈

∈=
vw sd

sd

dwc

dwc
ewp

'
),'(

),(
)|(  

Where s is a cluster, v is all words in web pages collection, d is a piece of web page, c 
(w, d) is the count of word w in d. 

Function DelNoise in step 2 detect and delete outlier clusters. 

4.2   Tidying of EEG 

EEG derived from Algorithm 1 is probably very complicated. It needs to be tidied so 
as to reduce complexity when we are only concerned about main events in EEG. 
Twigs and equivalent nodes are direct reasons that result in complexity of EEG. 

Definition 6 (Twig). Let n be the number of levels of EEG. If there exists paths from 
first level to n-l+1 th level, the path is called trunk. Those nodes not in trunks are 
called twigs. 

We think that two events having l+1 day far on time stamp are almost impossible 
associated (parameter l is set by users). Events in leaf nodes from first level to n-l th 
level have little possibility to evolve to new events in n+1th level. So these leaf nodes 
are not considered as nodes in trunk. 

Definition 7 (Equivalent node). Given two nodes in EEG, O1and O2, their parent 
nodes set are PO1={Oi,.., Oj} and PO2={Oi’ ,.., Oj’} and their children nodes set are 
CO1={Ok,..,On} and CO2={Ok’ ,..,On’} respectively. If PO1=PO2 and CO1=CO2, we 
call O1 and O2 being Equivalent Node. 
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Deleting twigs and merging equivalent nodes in EEG may effectively reduce com-
plexity of EEG. Fig.3 (a) illustrates EEG before being tidied where bold lines repre-
sent trunks. Parameter l is set to 2. Node O3 is not in trunk, so it is twig. Node O4 and 
O5 have same parent node O2 and same child node O7, so they are equivalent node. 
After deleting twig and merging equivalent nodes, we get the tidied EEG shown in 
Fig.3 (b). 

 
 
 
 
 
 
 
 

 
 

               Fig. 3(a).  EEG before tidying                                     Fig. 3(b). EEG after tidying 

Tidying of EEG contains two operations, twig pruning and nodes merging. In op-
eration of twigs pruning, it is firstly needed to find out twigs in EEG, and then delete 
twigs. In operation of node merging, we will merge equivalent nodes, and then build 
new classifier for new node. 

Lemma 1. Let O1 and O2 be two nodes in EEG. O3 is parent node of O1. If 
O2∉O3.Child_List, it is impossible that O1 and O2 are equivalent node. 

Proof: if O1 and O2 are equivalent node, by definition 7, O1 and O2 should have 
equal parent nodes set. Because O3 is parent node of O1, so O3 must be parent of O2. 
Because of O2 not in O3.Child_List, so it can be conclude that O1 and O2 are not 
equivalent node. 

By lemma 1, equivalent nodes only exist in child nodes of a node. Hence it only 
needs to explore equivalent nodes in child node of a node. Such will be more efficient 
than comparing a node with all other nodes. 

We firstly breadth-first traverse EEG when tidying EEG, then find out equivalent 
nodes in child node of each node. Algorithm 2 give detailed description. 

 

Algorithm 2. Tidying EEG 
Input: EEG 
Output: tidied EEG 
1  set all nodes in EEG as twig node; 
2  For each node o in first layer DO 
3    DepthFirTraverse(st, o);  // st is a aiding stack 
5  delete all twig; 
6  NodeMerge (); 
 
Procedure DepthFirTraverse(st, node o) //depth-first traversal from node o 
9   st.push(o); 
10  If o is leaf in last l layer Then 

1 th level 

O2 

1th level 2th level 

O1’ 

4th level 3th level 

O3 

O4 

O5 
O7 

O6 

O2 

2 th level 

O1’ 

4 th level 3 th level 

O4 

O7 

O6 
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11    set each o in st as non-twig node; // in trunk 
12  Else If (o is null)  
13    Return; 
14  For each child of o DO 
15    depthFirTraverse (st, child) 
16    st.pop(); 
 
Procedure NodeMerge()  // finding out and merging equivalent nodes 
19  For each node v in hierarchical traversal DO  
20    For p in v.Child_List DO 
21      If ∃ q in v.Child_List s.t. p.child=q.child and p.parent=q.parent Then 
22        Merge (p, q); 
 
If node in EEG have pointer that point to its parent node, or the node contain a 

field where register parent node set, one-pass traversal of EEG may find out all 
equivalent nodes. 

5   Experiments 

In this section, we will perform a thorough analysis of our method. All experiments 
were implemented in Java and conducted on an Intel P2.6G system with 512M of 
RAM. 

5.1   Data Set 

We collect web pages about tow topics from the internet. Dataset D1 contain 18 days 
web pages about Chang E1 launching. Dataset D2 contains 26 days web pages about 
the south China tiger have been Seen in ShanXi. Some information about data sets are 
shown in Table 2 

Table 2. Data sets 

Data set Topic Period (2007) Number of pages 
D1 Chang E1 10.24-11.11 1840 
D2 South China Tiger 10.12-11.10 1585 

5.2   Experiment 1 

Experiment 1 gives a statistics test for Observation 2. Nodes in trunk should be 
important event and twigs are unimportant events. In order to test whether impor-
tant events have much more reports than unimportant event, we build EEG on D1 
and D2 respectively. And parameter l is correspondently set to 1 and 2. Twigs in 
EEG have not been deleted. Then we count the number of web pages of every 
event. 
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Fig. 4. Average reported number of important and unimportant event 

Fig.5 illustrates the average number of web pages of important and unimportant 
events every day. We can directly observe that important events have more reports 
than unimportant events. 

Furthermore, we use t test to determine whether a significant difference between 
the reported number of import and unimportant events exists. 

Table 3. Parameters for t text 

Dataset Important events Unimportant events 
D1 n1=29 

1x =42.2 s1
2=308 n2=115 

2x =8.2 s2
2=13.9 

D2 n1=29 
1x =31.1 s1

2=393 n2=84 
2x =5.4 s2

2=6.1 

Regarding the reported number of important and unimportant events every day as 
two populations P1 and P2 respectively, we use t test to investigate difference between 
two population means. Alpha(α )level is 0.05. Table 3 shows parameters where n is 
size of sample, x is mean, s2 is population variance. 

Let u1, u2 be mean of two populations P1, P1 respectively. Null hypothesis is H0: u1- 
u2=0; alternative hypothesis is H1: u1- u2 ≠ 0. 

On two datasets, we derived the value of test statistics z=10.4 and z=6.9. Because 
alpha level is set to 0.05, the reject region is -1.96 <z< -1.96. We reject null hypothe-
sis because 10.4 and 6.9 are far lager than 1.96. Therefore, we can conclude that there 
exists a statistically significant difference between the reported number of important 
and unimportant events. 

5.3   Experiment 2 

Experiment 2 constructs EEG on two datasets D1 and D2. We get an Event list for 
each EEG while each event was represented using title of a news web page in the 
event. Because the collected web pages are Chinese web pages, we keep events repre-
sented in Events List in Chinese. 

The EEG of D1 and events list are shown in Fig.4 and Table 5. Parameter l is set  
to 1. The EEG in Fig.4 has been tidied and retains parts of twigs.  
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From Fig.4 and Table 5, it can be observed that the EEG well represent main 
events about Chang E1 launching and events evolution. New events about Chang E1 
happened nearly every day.  

 
Fig. 5. EEG of dataset D1 

Table 5. Events List  
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EEG of D2 and its events list are shown in Fig.5. Parameter l is set to 2. The topic 
of the EEG is about South China Tiger had been seen in ShanXi. Fig.5 illustrates 
events evolution about the topic from Oct 12 to Nov 3.  
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Fig. 6. EEG of dataset D2 

Table 6. Events List 

 



134 J. Qiu et al. 

6   Conclusions 

The internet has become fourth media. Every day, a large number of web news occur 
in the internet in form of text stream. If news events can be organized by time and 
dependency between events, it may well help user to understand news events evolu-
tion about a topic on the internet. We define Event Timeline Analysis (ETA) task to 
meet the need. In order to implement the task, we propose Event Evolution Graph 
(EEG) data structure and constructing and tidying algorithm of EEG. Compared with 
other methods, our method better fit stream feature of web news. It may incrementally 
update EEG to track news event evolving in a lower granularity of event. Experiments 
show that our method may well implement ETA tasks. 
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Abstract. Oil and gas industries need secure and cost-effective alarm systems 
to meet safety requirements and to avoid problems that lead to plant shutdowns, 
production losses, accidents and associated lawsuit costs. Although most cur-
rent distributed control systems (DCS) collect and archive alarm event logs, the 
extensive quantity and complexity of such data make identification of the prob-
lem a very labour-intensive and time-consuming task. This paper proposes a 
data mining approach that is designed to support alarm rationalization by dis-
covering correlated sets of alarm tags.  The proposed approach was initially 
evaluated using simulation data from a Vinyl Acetate model. Experimental re-
sults show that our novel approach, using an event segmentation and data filter-
ing strategy based on a cross-effect test is significant because of its practicality.  
It has the potential to perform meaningful and efficient extraction of alarm pat-
terns from a sequence of alarm events.  

Keywords: Chemical plants, Data mining and Correlated alarms. 

1   Introduction 

Large and complex industrial processes such as chemical plants and petroleum refin-
eries are regularly equipped with distributed control systems (DCS) which allow users 
to increase the number of alarms for the purpose of better monitoring  
process-variables. As such industrial processes increase in size, the volume of alarm 
information being presented to the operators also increases. Nimmo [1] pointed out 
that hazard and operability analyses (HAZOP) have added more alarms to control 
systems, and gave an example of a plant in which 14,000 DCS alarms were added 
from only 150 physical alarms.  Not only may there be thousands of individual 
alarms, nuisance alarms could also distract the operator’s attention from more impor-
tant problems. One example of the consequences of too many inappropriate alarms 
being generated in an emergency situation was the incident at the Texaco Refinery, 
Milford Haven in 1994, where large amounts of alarm information overwhelmed the 
operators for a 5 hour duration, ending in a major explosion [2]. Clearly, because of 
over-alarming and a lack of configuration management practices there is a need for 
tools and techniques that can increase overall understanding of what is happening 
within alarm systems.  
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This paper proposes a strategy that investigates event relationships when there are 
no clear boundaries between consecutive time windows. When an alarm triggers other 
alarms, there is a “time lag” while the entire event sequence finishes. In an ideal situa-
tion, a group of associated alarms should all return well before any new activation of 
the alarms takes place within the group. But if the cause alarm returns and activates 
again before the first group of associated alarms returns, there is a cross-effect be-
tween two consecutive activations of an associated alarm group. In order to find alarm 
dependencies in such a situation we segment and filter events with respect to the en-
tire alarm propagation area. The emphasis is not only on discovery of frequent pat-
terns related to the time-interval when alarm tags are active, but also on generalization 
over time for determining which alarms are significant. 

The main contribution of this paper is the demonstration of an event-based seg-
mentation and filtering strategy which removes spurious data points in a chemical 
process sense, while preserving the richness of alarm information through reducing 
the number of unrelated time-interval windows. Once groups of correlated alarms are 
identified via a data mining process, they can be used to support alarm rationalization 
by minimizing false alarm rates, and eliminating alarm system bad actors.  

The rest of this paper is organized as follows: Section 2 describes related work and 
Section 3 introduces necessary notations and definitions. Section 4 presents the seg-
mentation method for more accurate and efficient extraction of alarm data.  Section 5 
covers generation of simulated alarms for the process and presents relevant results. 
Section 6 concludes this paper.  

2   Related Work 

A related research area is fault management in telecommunications networks where 
huge numbers of generated alarms could overwhelm the network operators. TASA [3] 
was an alarm system for extracting useful knowledge from network alarm databases 
in terms of “episodes”, which were defined as partially ordered collections of events.  
Basically, because alarms are time-stamped sequences of events, the so-called tempo-
ral windows can be formed from alarms that fall inside time-interval boundaries.  
WINEPI [4] recognises episodes by “sliding a window” on the input sequence, and 
then calculates the frequency of an episode as the fraction of windows in which the 
episode occurs. One of the main difficulties when analysing event sequences in 
WINEPI was to specify the window width within which an episode must occur. If the 
user given fixed width of the window is too small then alarm information will be lost, 
or if it is too big, then “noise” can be added in the window’s data. Srikant and 
Agrawal [5] used the term “sliding time windows” for a union of items from multiple 
transactions that can fit inside the maximum and minimum transaction times. Keogh 
et al. [6] describe a “growing” sliding window for segmenting time series, which 
works by anchoring the first left point of a potential segment, and then a subsequence 
is grown until it exceeds some error threshold.  In contrast, MINEPI [7] does not rely 
on the sliding window strategy since it counts minimal occurrences of episodes (mo) 
with respect to user specified time bounds. As the number of recognized individual 
alarms will almost linearly depend on the bounds between the first and last event, 
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MINEPI needs the maximal window size for practical mining purposes, to reduce 
search space.  

Approaches for improving alarm management in industrial processes such as nu-
clear power plants and petrochemical industries include the concept of alarm sanita-
tion [8] for finding alarms that are badly tuned, and alarm cleanup [9] for removing 
nuisance alarms. However, while alarm cleanup and alarm sanitation use the signal 
processing technique for suggesting changes to existing alarm settings, in this paper 
we are interested in finding groups of co-occurring alarms from discrete alarm data.  

The novel contribution of the proposed approach is in segmentation and extrac-
tion of all temporal patterns that are related to a particular tag of interest, and then 
in using the extracted patterns as the basis for discovery of local relationships by 
identifying primary and consequential alarms. Our event-based segmentation1 not 
only dynamically determines time intervals for each alarm tag but also at the same 
time eliminates unrelated temporal windows with automatic and novel stopping 
criteria based on a cross-effect-test. There are two sets of temporal relationships 
that must be taken into account: 1) The A-R window is an activation event time 
interval. We did not limit the duration of this interval because the events in the 
activation windows are pruned in a chemical process sense if their return events do 
not appear in the associated verifying group. 2) The R-A or R-w window interval is 
the period of time for alarms to return. In essence, if the cause of the problem is 
eliminated then all subsequent alarm tags related to the problem should return after 
a short time. Since there can be causal action at a short temporal distance we use the 
R-w window to limit the duration of the return-activation time interval. It should be 
noted that the larger the return-activation time-interval, then the more likely it is 
that external factors could affect the relationship.  

3   Preliminaries 

3.1   Alarm and Alarm Sequences 

We follow the basic concepts and definitions introduced by Manilla et al. [5] in defin-
ing alarm sequences.  

Given a class of event types T, an alarm is a pair of terms (a, t) where a∈T and t is 
the occurrence time represented as an integer. Additionally, in our research an alarm 
sequence is a collection of alarm types which includes alarm activation and alarm 
return knowledge. While activations are represented as positive integers, returns are 
represented as negative integers. An alarm sequence s is an ordered collection of 
alarms defined as s = {(a1,t1),(a2, t2),…,(an,tn), for all i=1,2,…n, ai∈T, and ti+1≥t1 for 
all i = 1,…,n -1.  

 

Example 1. Now consider a simple example of such a sequence: S = {(1, 15), (2, 19), 
(-1, 21), (-2, 23)}. Notice that a pair of terms (alarm tag and occurrence time), have 
been recorded for each event that occurred in the time interval [15, 23]. For instance, 
the first member of the sequence (1, 15) indicates that TAG 1 is activated at the  

                                                           
1 The data segmentation takes place in an event based context. 
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occurrence time = 15, and the third element of the sequence (-1, 21), indicates that 
TAG 1 is returned at occurrence time equals 21. 

Since we consider both activation and return knowledge, it is possible to perform 
an event-based segmentation with a clear contextual meaning. That is, we can seg-
ment the entire alarm sequence by using the activation instances of a target tag, where 
the activation event marks the beginning of a sliding widow and the return event of 
the target alarm indicates the end of a window. All alarm activation events in the 
mining window form the items in a new transaction. In a similar manner, the entire 
alarm sequence can also be segmented in relation to the return-activation boundary of 
a target alarm type. All alarm return events in the verifying window form the items in 
the verifying transaction which is associated with the activation transaction. For sim-
plicity and without loss of generality, let us consider only two alarms, namely, Alarm 
A and Alarm B in a chemical process. If we think of A as the cause alarm, and B as 
the consequence alarm, then Alarm B must come on after Alarm A. If the activation 
of A causes the activation of B, then when Alarm A returns, the cause for Alarm B is 
eliminated. Therefore, it should be expected that Alarm B will return shortly after 
Alarm A returns. 

3.2   Activation-Return (A-R) Window 

Formally, let s be an event sequence. An activation-return (A-R) sliding window WA-R 
is another sequence of an entire event sequence s with respect to an event interval WA-

R=(s, tact, tret). It consists of the alarm pairs (a, t) from sequence s, where a∈T and 
tret>t≥tact. Note that in our research the time difference tret - tact is not given by the user; 
instead, it is determined dynamically with respect to the activation-return time inter-
val within which events are observed.  

3.3   Return-Activation (R-A) or Return-Time Width (R-w) Window 

A verifying return-activation (R-A) sliding window WR-A is another sequence of an 
entire event sequence s with respect to an event interval WR-A=(s, tret, tact). It consists 
of the alarm pairs (a, t) from sequence s, where a∈T and tact>t≥tret. In our research the 
time difference tact - tret is not only determined dynamically with respect to the return-
activation time interval but also with respect to the user given maximal width w of the 
window.  Thus the sliding window will be formed either if an alarm tag is re-activated 
or the window’s width w is reached. 

3.4   Transactional Windows and Data Filtering 

During the shift of each sliding window a set of ordered unique events is automati-
cally recognized and extracted from the corresponding (A-R), (R-A) or (R-w) sliding 
windows. It should be noted that we do not consider a number of events of the same 
type - so only the first occurrence of an event is recorded. As a result, the output of 
the event segmentation algorithm is a “transactional window” containing unique 
events ordered by the time of their occurrence.  

Filtering is a simple pre-processing procedure for removing the bad data points in a 
chemical process sense since a dependent variable (consequent alarm) should return 
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after the independent variable (cause alarm) is returned. Thus activation events in the 
(A-R) transactional windows are filtered if their return events do not appear in the 
associated verifying (R-A) or (R-w) (comparison) group. Formally we could write 
this criterion as:  

Activations (A-R) ∩ Returns (R-A, or R-w)  

Therefore, the relationship can be described in terms of the intersection between 
activation events in the activation-return (A-R) transactional window and return 
events in the return-activation (R-A) or return-time (R-w) transactional window. If the 
total number of activations and returns of a specified alarm tag is n, then the whole 
alarm sequence can be transformed into n “intersectional” windows of (A-R ∩ R-A, 
or R-w).  

 
Example 2. Figure 1 shows graphically the alarm sequence s = {(1,2),(2,10),(3,20),   
(-1,30),(-3,40),(-2,50),(1,60)}. Note that sliding windows are created with respect to 
TAG 1 and the maximal width of return windows w= 45 seconds.   

 

Fig. 1. Example of alarm sequence and two sliding windows with respect to TAG 1   

As can be seen in figure 1, one resulting sliding window WA-R (1) = {1, 2, 3} is cre-
ated based on the A-R event segmentation, and one resulting window WR-A (1) = {|-1|,|-
3|,|-2|} is created based on the R-A event segmentation because the width of the R-A 
window interval [30, 60] < w. The intersection of sets WA-R (1) ∩ WR-A (1) = {1, 2, 3}, 
since tags 1, 2 and 3 are in both sets. 

4   Method 

The first phase employs event-based segmentation and filtering that consider the tem-
poral context and the causal process in an interval, and the second phase finds asso-
ciation rules from a list of time ordered transactions. 

4.1   Temporal Windows 

The preceding example showed that in our research two sets of temporal relations 
need to be taken into account.  However, it is difficult to decide how close is close 
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enough when giving the width of the (R-w) window as it depends on the size as well 
as the causal significance of the time intervals.   

If the return-activation (R-A) window is very short then there cannot be observable 
relationships as other associated events will still be in an active state. Thus rather than 
constructing a sliding window for each activation and return event, we join together 
consecutive windows until the stopping criterion is met.  

Suppose we are given a sequence s, an integer n representing the total number of 
activations of a specified alarm tag, and a return window width w.  We form from s all 
windows WR-A/R-w (1), WR-A/R-w (2),…,WR-A/R-w (n). Assume we have a duration win (WR-A/R-

w(i)) of every window where i = 1,2 ,..., n, and the user given minimum time span of 
the WR-A/R-w window is called minw. These time-interval durations can be used for 
more efficient segmentation of WA-R and WR-A/R-w subsequences into corresponding 
activation and return transactional windows respectively, in the case of win < minw.  

4.2   Algorithm 

The pseudocode for the main algorithm is shown below. 
 
Input: a sequence s, a time window w, a time span length    
 minw, and a number of returns events n 
Output: a set Ε of transactional windows  
    initialise A = {∅}, R = {∅}, E = {∅} 
   tA = {∅}, tR = {∅}  
    union_flag = false 
    FOR i = 1 to n   
         read sequence s  
 //extract-recognize activations and returns   
 tA Å subset of activation segment (W

A-R
 (i)) 

         tR Å subset of return segment (W
R-A/R-w

 (i), w) 
       IF (W

R-A/R-w
 (i)) interval width < minw 

  IF union_flag = true 
        E Å intersection (A ∩ R) 
  ELSE 
        E Å intersection (tA ∩ tR)  
        A = {∅} R = {∅} 
         union_flag = false 
  END IF 
       ELSE 
  A Å union (A, tA) 
  R Å union (R, tR) 
  union_flag = true 
          END IF 
    END FOR 
Output E 
 
The main idea of the algorithm is the following: during each shift of the window 

WA-R (i) + WR-A/R-w (i), we recognize all unique activations and return events and place 
them into sets (tA and tR). If the width of the WR-A/R-w (i) window is greater than the 
time span threshold minw, then we can stop. If only one activation and return window 
is recognized (union_flag = false) then we store the intersection of two sets tA ∩ tR 
into a list of transactions E. Otherwise, we update both Activation transaction set A 
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and Return transaction set R with the corresponding activation and return events respec-
tively. Next, the window is shifted to WA-R (i+1) and WR-A/R-w (i+1) and the event recogni-
tion continues until the cross-effect-test stopping criterion is met. If the stop criterion 
is met we then output the intersection of A and R into E.   

 4.3   Rule Discovery from Transactions 

In this paper we are interested in finding local relationships from the list of transac-
tions obtained in the data segmentation and filtering phase. We are favouring the idea 
that the closer together the cause and consequence alarms are in time, then the less 
chance there is that irrelevant factors will influence the association. A simple example 
of such a rule is: “if Alarm A occurred, then (B and C) will occur within transactional 
time TE”. We wrote the above rule as: A=> (B, C, TE). The confidence of the serial2  
episodes A => (B, C, TE) is the fraction of occurrences of A followed by, B and C    

)(

),,,(
),(

Afreq

TCBAfreq
CBAconf E=⇒  

where freq (A, B, C, TE) = {i | ai = (A∧B∧C)∈TE(i)} is the number of occurrences of B 
and C that occur after A within interval of time TE.  

Calculating the confidences of target episodes is not difficult since the alarm se-
quence is segmented into sets of transactions associated with each specific alarm tag. 

5   Simulated Alarms and Results 

Due to the enormous complexity of a chemical plant, the proposed approach was initially 
evaluated using simulated data generated from a Matlab model of the Vinyl Acetate 
chemical process. Figure 2 illustrates the Vinyl Acetate process flowsheet showing loca-
tions of the simulated alarm monitors (AM) denoted in the figure as AM01 to AM27. 
Vinyl data consists of records of alarm logs which characterize the actual state of the 
plant at particular points in time, representing the status of 27 alarm monitors. 

It is observed that setpoint changes and injection of disturbances will cause 
changes in plant measurements, while the measurement outputs of the model under 
normal operation conditions remain unchanged. So the differences between the dis-
turbed and normal measurement outputs were used to generate discrete alarm data. 
For simplicity, it is assumed that a simulated alarm is activated if the following condi-
tion is satisfied: 

am
m

mm S
N

ND
Abs ≥−

)
)(

(
 

where Dm is the disturbed output magnitude, Nm is the normal output magnitude and 
Sam is the sensitivity of the simulated alarm monitor. Note that the simulated alarm 
will return to normal if the above condition is not satisfied. The signal detection sensi-
tivity for all alarm monitors is set to be equal 0.0005.  
                                                           
2 Note that the episode A=> (B, C) is a serial combination of an episode consisting of A, and a 

parallel episode consisting of B and C. 



142 S. Kordic et al. 

 

Fig. 2. Vinyl Acetate process flowsheet showing location of the simulated alarm monitors 
(modified from [10])  

5.1   Simulated Data 

To evaluate the proposed method three simulated data sets were generated with vary-
ing complexity and fault durations. Simulation data 1 - disturbances of one type, loss 
of %O2 in the Reactor Inlet (associated with alarm monitor AM01), were injected 
into the Vinyl Acetate process to induce a response in measurement outputs. The fault 
was injected 10 times and each injected fault lasted for different durations. The meas-
urement outputs were monitored and sampled at a frequency of 1 sample in one sec-
ond. Simulation data 2 - only one type of disturbance was introduced, namely the loss 
of the fresh HAc feed stream (associated with alarm monitor AM03), with various 
durations. The fault was injected 10 times and the measurement outputs were moni-
tored and sampled at a frequency of 1 sample in five seconds. Finally, for Simulation 
data 3 - frequency disturbances of one type, the loss of the fresh HAc feed stream 
(alarm monitor AM03) was introduced. The fault was injected 150 times, with vari-
ous durations, and the measurement outputs were monitored and sampled at a fre-
quency of 1 sample in 60 seconds. 

5.2   Results and Discussion 

In our experiments we focused primarily on the questions of how well the proposed 
method discovers patterns from the alarm sequences and how accurate the algorithm 
is. The complexity of the rule refers to the number of unique event types it contains, 
and another important aspect is the likehood that the approach yields accurate results. 
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From a practical viewpoint, our aim is to find only a concise set of frequent itemsets 
called maximal frequent itemsets [11] for comparison purposes.  A modified FP-
growth [12] algorithm has been implemented to output only maximal frequent item-
sets (i.e. the smallest frequent itemsets) that are associated with each alarm tag of 
interest. For the first simulated data set, we wanted to discover all maximal itemsets, 
so we set minimum support equal to 1% frequency and then experimented with dif-
ferent confidence levels and window width w.  Note that we only present selected 
results due to an obvious lack of space. 

For the simulated data 1, the quality of findings with respect to the complexity of 
the rules achieved by the proposed method is compared to the results of a simple 
sliding window algorithm (in which the flow of data is not controlled by the cross-
effect test) as shown in Table 1.  

Table 1. Comparative results for Simulated Data Set 1 with respect to minimum confidence = 
20% and 70%, and window width w = 1200 and 1500 seconds   

TAG
w=1200s 

Simple Sliding  
min 

conf=20% 

Proposed  
min conf=20% 

Sliding  
min conf=70% 

Proposed 
min conf=70% 

1 %O2 1=>6 7 9 4 17   
(20%) 

1=>6 7 9 4 17   
(20%) 

1=>6 7 9 4 
(70%) 

1=>6 7 9 4 
(70%) 

2 Press 2=>5 (20%) 2=>5 7 14 23 
(20%) 

- 2=>5 (90%) 

TAG
w=1200s 

Simple Sliding  
m. conf=20% 

Proposed  
min conf=20% 

Sliding  
min conf=70% 

Proposed 
min conf=70% 

…     
4 Vap-L 4=>7 9

(23%)
4=> 5 7 14 2 

(20%)
- 4=>7

  (80%)
…     
7 RCT-T 7=>12   (34%) 7=> 9 11 12 14 

16 19 (20%) 
- 7=>9 12   

(90%) 
…     
w=1500s Simple Sliding  

m. conf=20% 
Proposed  
min conf=20% 

Sliding  
min conf=70% 

Proposed 
min conf=70% 

1 %O2 1=>6 7 9 4 14 
17 19   (20%) 

1=>6 7 9 4 14 
17 19   (20%) 

1=>6 7 9 4 
(70%) 

1=>6 7 9 4 
(70%) 

2 Press 2=>5 (20%) 2=>5 7 14 23 
(20%) 

- 2=>5 (90%) 

…     
4 Vap-L 4=>7 19 

(23%)
4=>7 9 17 19 

(40%)
- 4=>7 9

(70%)
…     
7 RCT-T 7=>12 16 

(31%) 
7=>9 11 12 14 

4 16 19 (20%) 
- 7=>9 12   

(90%) 
…     
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As can be seen in Table 1 the resulting set of associated alarm tags with respect to 
the proposed method has greater overall complexity of the rules. One possible inter-
pretation will be that in a case of repeating alarms the link between activations and 
returns is broken, so a simple sliding window cannot always find associations be-
tween alarms. Figure 3 plots the total number of these two rule sets with respect win-
dows width w= 1500 seconds and minimum confidence threshold between 1 and 
100%.  

 

Fig. 3. Comparative results with respect to total number of rules   

Rules associated with the proposed approach generally have a higher  confidence 
value as a result of the smaller number of transactional windows which arises from 
the application of the event-based segmentation approach.   

We also compared the proposed method with sliding windows to assess the validity 
or “trustworthiness” of the discovered pattern. This time we set minimum support 
equal to 10% to find more meaningful rules. The results in Table 2 associated with 
mining the second and third data set can be easily validated against the flowsheet.  

Table 2. Comparative results for Simulated Fault data Set 2 and 3 with respect to minimum 
confidence = 20% and 70%, and window width w = 1200 seconds. Note that only in the third 
set there are no clear boundaries between consecutive transactions.     

TAG
w=1200s

Simple Sliding  
min conf=20% 

Proposed  
min conf=20% 

Sliding min 
conf=70% 

Proposed 
min conf=70% 

Simulated Fault data Set 2 with clear boundaries  
fault
3 HAc-L

3=>16 23  
 (20%)

3=>16 23  
 (20%)

3=>16
(100%)

3=>16
(100%)

Simulated Fault data Set 3 with no clear boundaries 
fault
3 HAc-L

3=> 16 25   
(21%)

3=>16 20 9 
25 (29%)

- 3=>16
(92%)  

In terms of checking whether the group of associated alarms is correct, the results 
sets associated with TAG 3 (AM03) can be checked against the Vinyl Acetate process 
flowsheet in Figure 1. A careful examination of the process reveals that as AM13 is 
fixed the change to level monitors AM12, AM 23 and AM25 should be minimal and 
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will require a longer period for any changes to be registered; as AM 15 is fixed, tem-
perature change monitored by AM14 is not significantly affected by temperature 
change in AM16. Similarly, temperature change in AM16 is unlikely to cause signifi-
cant change in the component percentages monitored by AM17 and AM18. There-
fore, the real process will have the following significant alarm correlation when alarm 
TAG 3 is the cause alarm: 

TAG 3, TAG 16 

Obviously, if the causal process takes time and the user given period is too short, 
we could lose certain variables. However, TAG 16 being close to TAG 3 would return 
within a time frame = 1200 seconds.  

6   Conclusions 

In this paper we have presented and experimentally validated our methodology for 
meaningful and efficient extraction of alarm patterns from a sequence of alarm events, 
which is required in application domains such as chemical plant data. The discovery 
algorithm can quickly identify initial alarm groupings with different parameter set-
tings and then the process engineer can use the identified alarm patterns to further 
examine the data. Future work will focus on extending the algorithm for mining mul-
tiple types of faults as well as alarm data from petrochemical industries.   
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Abstract. We present a new parallel and incremental Support Vector Machine 
(SVM) algorithm for the classification of very large datasets on graphics proc-
essing units (GPUs). SVM and kernel related methods have shown to build ac-
curate models but the learning task usually needs a quadratic program so that 
this task for large datasets requires large memory capacity and long time. We 
extend a recent Least Squares SVM (LS-SVM) proposed by Suykens and 
Vandewalle for building incremental and parallel algorithm. The new algorithm 
uses graphics processors to gain high performance at low cost. Numerical test 
results on UCI and Delve dataset repositories showed that our parallel incre-
mental algorithm using GPUs is about 70 times faster than a CPU implementa-
tion and often significantly faster (over 1000 times) than state-of-the-art 
algorithms like LibSVM, SVM-perf and CB-SVM. 

1   Introduction 

Since Support Vector Machine (SVM) learning algorithms were first proposed by 
Vapnik [23], they have shown to build accurate models with practical relevance for 
classification, regression and novelty detection. Successful applications of SVMs 
have been reported for such varied fields as facial recognition, text categorization and 
bioinformatics [12]. In particular, SVMs using the idea of kernel substitution have 
been shown to build high quality models, and they have become increasingly popular 
classification tools.  

In spite of the prominent properties of SVMs, current SVM algorithms cannot eas-
ily deal with very large datasets. A standard SVM algorithm requires solving a quad-
ratic or linear program; so its computational cost is at least O(m2), where m is the 
number of training data points and the memory requirement of SVM frequently make 
it intractable. There is a need to scale up these learning algorithms for dealing with 
massive datasets. Efficient heuristic methods to improve SVM learning time divide 
the original quadratic program into series of small problems [2], [18]. Incremental 
learning methods [3], [6], [7], [11], [19], [21] improve memory performance for mas-
sive datasets by updating solutions in a growing training set without needing to load 
the entire dataset into memory at once. Parallel and distributed algorithms [7], [19] 
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improve learning performance for large datasets by dividing the problem into compo-
nents that are executed on large numbers of networked personal computers (PCs). 
Active learning algorithms [22] choose interesting data point subsets (active sets) to 
construct models, instead of using the whole dataset.  

In this paper, we describe methods to build the incremental and parallel LS-SVM 
algorithm for classifying very large datasets on GPUs, for example, an Nvidia Ge-
Force 8800 GTX graphics card. Most of our work is based on LS-SVM classifiers 
proposed by Suykens and Vandewalle [20]. They replace standard SVM optimization 
inequality constraints with equalities in least squares error; so the training task only 
requires solving a system of linear equations instead of a quadratic program. This 
makes training time very short. We have extended LS-SVM in two ways. 

 
1. We developed an incremental algorithm for classifying massive datasets (at least 

billions data points). 
2. Using a GPU (massively parallel computing architecture), we developed a parallel 

version of incremental LS-SVM algorithm to gain high performance at low cost. 
 
Some performances in terms of learning time and accuracy are evaluated on data-

sets from the UCI Machine Learning repository [1] and Delve [5], including Forest 
cover type, KDD cup 1999, Adult and Ringnorm datasets. The results showed that our 
algorithm using GPU is about 65 times faster than a CPU implementation. An exam-
ple of the effectiveness of our new algorithm is its performance on the 1999 KDD cup 
dataset. It performed a binary classification of 5 million data points in a 41-
dimensional input space within 0.7 second on the Nvidia GeForce 8800 GTX graphics 
card (compared with 55.67 seconds on a CPU, Intel core 2, 2.6 GHz, 2 GB RAM). 
We also compared the performances of our algorithm with the highly efficient stan-
dard SVM algorithm LibSVM [4] and with two recent algorithms, SVM-perf [13] and 
CB-SVM [25]. 

The remainder of this paper is organized as follows. Section 2 introduces LS-SVM 
classifiers. Section 3 describes how to build the incremental learning algorithm with 
the LS-SVM algorithm for classifying large datasets on CPUs. Section 4 presents a 
parallel version of the incremental LS-SVM using GPUs. We present numerical test 
results in section 5 before the conclusion and future work.  

Some notations are used in this paper. All vectors are column vectors unless trans-
posed to row vector by a T superscript. The inner dot product of two vectors, x, y is 
denoted by x.y. The 2-norm of the vector x is denoted by ||x||. The matrix A[mxn] is m 
data points in the n-dimensional real space Rn. 

2   Least Squares Support Vector Machine 

Consider the linear binary classification task depicted in figure 1, with m data points xi 
(i=1..m) in the n-dimensional input space Rn. It is represented by the [mxn] matrix A, 
having corresponding labels yi = ±1, denoted by the [mxm] diagonal matrix D of ±1 
(where D[i,i] = 1 if xi is in class +1 and D[i,i] = -1 if xi is in class -1). For this problem, a 
SVM algorithm tries to find the best separating plane, i.e. the one farthest from both 
class +1 and class -1. Therefore, SVMs simultaneously maximize the distance between 
two parallel supporting planes for each class and minimize the errors. 
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margin = 2/||w||
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margin = 2/||w||
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w.x – b = -1 optimal plane: 
w.x – b = 0
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Fig. 1. Linear separation of the data points into two classes 

For the linear binary classification task, classical SVMs pursue these goals with the 
quadratic program (1): 

 
min Ψ(w, b, z) = (1/2) ||w||2 + cz 
s.t.: D(Aw  – eb) + z  ≥ e 

(1) 

 
where the slack variable z ≥ 0 and the constant c > 0 is used to tune errors and margin 
size. 

The plane (w, b) is obtained by the solution of the quadratic program (1). Then, the 
classification function of a new data point x based on the plane is: predict(x) = 
sign(w.x – b). 

SVM can use some other classification functions, for example a polynomial func-
tion of degree d, a RBF (Radial Basis Function) or a sigmoid function. To change 
from a linear to non-linear classifier, one must only substitute a kernel evaluation in 
(1) instead of the original dot product. 

Unfortunately, the computational cost requirements of the SVM solutions in (1) are 
at least O(m2), where m is the number of training data points, making classical SVM 
intractable for large datasets. The LS-SVM proposed by Suykens and Vandewalle has 
used equality instead of the inequality constraints in the optimization problem (2) 
with a least squares 2-norm error into the objective function Ψ as follows: 

- minimizing the errors by (c/2)||z||2 
- using the equality constraints D(Aw – eb) + z = e  

Thus substituting for z from the constraint in terms w and b into the objective func-
tion Ψ of the quadratic program (1), we get an unconstraint problem (2): 

min Ψ (w, b) = (1/2)||w||2 + (c/2)||e – D(Aw – eb)||2 (2) 

In the optimal solution of (2), the gradient with respect to w and b will be 0. This 
yields the linear equation system of (n+1) variables (w1, w2, …, wn, b) as follows: 

Ψ'(w) = cAT(Aw – eb – De) + w = 0 (3) 
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Ψ'(b) = ceT(-Aw + eb + De) = 0 (4) 

 
(3) and (4) are rewritten by the linear equation system (5): 
 

[ ] DeEEEI
c

bwwww TToT
n

1

321
1

...
−

⎟
⎠
⎞

⎜
⎝
⎛ +=  (5) 

where E = [A -e], Io denotes the (n+1)x(n+1) diagonal matrix whose (n+1)th  di-
agonal entry is zero and the other diagonal entries are 1. 

The LS-SVM formulation (5) requires thus only the solution of linear equations of 
(n+1) variables (w1, w2, …, wn, b) instead of the quadratic program (1). If the dimen-
sional input space is small enough, even if there are millions data points, the LS-SVM 
algorithm is able to classify them in some minutes on a single PC. 

The numerical test results have shown that this algorithm gives test accuracy com-
pared to standard SVM like LibSVM but the LS-SVM is much faster than standard 
SVMs. An example of the effectiveness is given in [7] with the linear classification 
into two classes of one million data points in 20-dimensional input space in 13 sec-
onds on a PC (3 GHz Pentium IV, 512 MB RAM). 

3   Incremental Algorithm of LS-SVM 

Although the LS-SVM algorithm is fast and efficient to classify large datasets, it 
needs to load the whole dataset in memory. With a large dataset e.g. one billion data 
points in 20 dimensional input space, LS-SVM requires 80 GB RAM. Any machine 
learning algorithm has difficulties to deal with the challenge of large datasets. Our 
investigation aims at scaling up the LS-SVM algorithm to mine very large datasets on 
PCs (Intel CPUs). 

The incremental learning algorithms are a convenient way to handle very large 
datasets because they avoid loading the whole dataset in main memory: only subsets 
of the data are considered at any time and update the solution in growing training set.  

Suppose we have a very large dataset decomposed into small blocks of rows Ai, 
Di. The incremental algorithm of the LS-SVM can simply incrementally compute the 
solution of the linear equation system (5). More simply, let us consider a large dataset 
split into two blocks of rows A1, D1 and A2, D2(6):  
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(6) 

 

We illustrate how to incrementally compute the solution of the linear equation sys-
tem (5) as follows: 
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From the formulas (7), (8) and (9), we can deduce the formula (10) of the incre-
mental LS-SVM algorithm with a very large dataset generally split into k small blocks 
of rows A1, D1, …, Ak, Dk: 
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Consequently, the incremental LS-SVM algorithm presented in table 1 can handle 
massive datasets on a PC. The accuracy of the incremental algorithm is exactly the 
same as the original one. If the dimension of the input space is small enough, even if 
there are billions data points, the incremental LS-SVM algorithm is able to classify 
them on a simple PC. The algorithm only needs to store a small (n+1)x(n+1) matrix 
and two (n+1)x1 vectors in memory between two successive steps. The numerical test 
has shown the incremental LS-SVM algorithm can classify one billion data points in 
20-dimensional input into two classes in 21 minutes and 10 seconds (except the time 
needed to read data from disk) on a PC (Pentium-IV 3 GHz, 512 MB RAM). 

Table 1. Incremental LS-SVM algorithm 

Input:
- training dataset represented by k blocks: A1, D1,
..., Ak, Dk 
- constant c to tune errors and margin size 
Training:
init: ETE=0, d=ETDe=0
for i = 1 to k do 
    load Ai and Di 
    compute ETE=ETE+Ei

TEi and d=d+di (di=Ei

TDiei)
end for 
solve the linear equation system (10) 
get the optimal plane (w,b)=w1, w2, ..., wn, b 
Classify new datapoint x according to f(x)=sign(w.x-b) 
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4   Parallel Incremental LS-SVM Algorithm Using GPU  

The incremental SVM algorithm described above is able to deal with very large data-
sets on a PC. However it only runs on one single processor. We have extended it to 
build a parallel version using a GPU (graphics processing unit). 

During the last decade, GPUs described in [24] have developed as highly special-
ized processors for the acceleration of raster graphics. The GPU has several advan-
tages over CPU architectures for highly parallel, compute intensive workloads, 
including higher memory bandwidth, significantly higher floating-point, and thou-
sands of hardware thread contexts with hundreds of parallel compute pipelines exe-
cuting programs in a single instruction multiple data (SIMD) mode. The GPU can be 
an alternative to CPU clusters in high performance computing environments. Recent 
GPUs have added programmability and been used for general-purpose computation, 
i.e. non-graphics computation, including physics simulation, signal processing, com-
putational geometry, database management, computational biology or data mining. 

NVIDIA has introduced a new GPU, the GeForce 8800 GTX and a C-language 
programming API called CUDA [16] (Compute Unified Device Architecture). A 
block diagram of the NVIDIA GeForce 8800 GTX architecture is made of 16 mul-
tiprocessors. Each multiprocessor has 8 streaming processors for a total of 128. 
Each group of 8 streaming processors shares one L1 data cache. A streaming proc-
essor contains a scalar ALU (Arithmetic Logic Unit) and can perform floating point 
operations. Instructions are executed in SIMD mode. The NVIDIA GeForce 8800 
GTX has 768 MB of graphics memory, with a peak observed performance of 330 
GFLOPS and 86 GB/s peak memory bandwidth. This specialized architecture can 
sufficiently meet the needs of many massively data-parallel computations. In addi-
tion, NVIDIA CUDA also provides a C-language API to program the GPU for gen-
eral-purpose applications. In CUDA, the GPU is a device that can execute multiple 
concurrent threads. The CUDA software package includes a hardware driver, an 
 

Table 2. Incremental LS-SVM algorithm 

Input:
- training dataset represented by k blocks: A1, D1,
..., Ak, Dk 
- constant c to tune errors and margin size 
Training:
init: ETE=0, d=ETDe=0 in GPU memory 
for i = 1 to k do 
    load Ai and Di into CPU memory 
    copy Ai and Di to GPU memory
    use CUBLAS to perform matrix computations on GPU 
    ETE=ETE+Ei

TEi and d=d+di (di=Ei

TDiei)
end for 
copy ETE and ETDe in CPU memory 
solve the linear equation system (10) in CPU 
get the optimal plane (w,b)=w1, w2, ..., wn, b 
Classify new datapoint x according to f(x)=sign(w.x-b)  
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API, its runtime and higher-level mathematical libraries of common usage, an im-
plementation of Basic Linear Algebra Subprograms (CUBLAS [17]). The CUBLAS 
library allows access to the computational resources of NVIDIA GPUs. The basic 
model by which applications use the CUBLAS library is to create matrix and vector 
objects in GPU memory space, fill them with data, call a sequence of CUBLAS 
functions and finally, upload the results from GPU memory space back to the host. 
Furthermore, the data transfer rate between GPU and CPU memory is about 2 GB/s. 

Thus, we developed a parallel version of incremental LS-SVM algorithm based on 
GPUs to gain high performance at low cost. The parallel incremental implementation 
in table 2 using the CUBLAS library performs matrix computations on the GPU mas-
sively parallel computing architecture. It can be used on any CUDA/CUBLAS com-
patible GPU (today around 200 different ones, all from NVidia). Note that in 
CUDA/CUBLAS, the GPU can execute multiple concurrent threads. Therefore, paral-
lel computations are done in an implicit way.  

First, we split a large dataset A, D into small blocks of rows Ai, Di. For each in-
cremental step, a data block Ai, Di is loaded into the CPU memory; a data transfer 
task copies Ai, Di from CPU to GPU memory; and then GPU computes the sums of 
Ei

TEi and di = Ei
TDiei in a parallel way. Finally, the results Ei

TEi and di = Ei
TDiei are 

uploaded from GPU memory space back to the CPU memory to solve the linear equa-
tion system (9). The accuracy of the new algorithm is exactly the same as the original 
one. 

5   Results 

We prepared an experiment setup using a PC, Intel Core 2, 2.6 GHz, 2 GB RAM, 
Nvidia GeForce 8800 GTX graphics card with NVIDIA driver version 6.14.11.6201 
and CUDA 1.1, running Linux Fedora Core 6. We implemented two versions (GPU 
and CPU code) of parallel and incremental LS-SVM algorithm in C/C++ using 
NVIDIA’s CUDA, CUBLAS API and the high performance linear algebra package, 
Lapack++ [9]. The GPU implementation results are compared with the CPU results 
under Linux Fedora Core 6. We have only evaluated the computational time without 
the time needed to read data from disk and for the GPU implementation, the time for 
GPU/CPU data transfer is taken into account (so the only computational time is about 
10 to 50% lower than the ones listed). 

We focus on numerical tests with large datasets from the UCI repository, including 
Forest cover type, KDD Cup 1999 and Adult datasets (cf. table 3). We created two 
 

Table 3. Dataset description 

Dataset # dimensions Training set Test set 
Adult 110 32,561 16,281 
Forest Cover Types 20 495,141 45,141 
KDD Cup 1999 41 4,868,429 311,029 
Ringnorm-1M 20 1,000,000 100,000 
Ringnorm-10M 20 10,000,000 1,000,000 
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Table 4. Classification results 

Dataset Time (s) Accuracy (%) 
 GPU CPU ratio  
Adult 0.03 2.00 66.67 85.08 
Forest Cover Types 0.10 10.00 100 76.41 
KDD Cup 1999 0.70 55.67 79.53 91.96 
Ringnorm-1M 0.07 3.33 47.57 75.07 
Ringnorm-10M 0.61 31.67 51.92 76.68 

other massive datasets by using the RingNorm software program with 20 dimensions, 
2 classes and 1 and 10 million rows. Each class is created from a multivariate normal 
distribution. Class 1 has mean equal to zero and covariance 4 times the identity. Class 
2 (considered as -1) has unit covariance with mean = 2/sqrt(20). 

First, we have split the datasets into small blocks of rows. For the CPU implemen-
tation, we have varied the block size for each incremental step from one thousand data 
points to fully in main memory to compare the time needed to perform the classifica-
tion task, the best results are obtained for small sizes using only the main memory 
(and not the secondary memory). Therefore we have finally split the datasets into 
small blocks of fifty thousand data points to reach good performances on our experi-
ment setup.  

The classification results obtained by GPU and CPU implementations of the in-
cremental LS-SVM algorithm are presented in table 4. The GPU version is about 70 
times faster than the CPU implementation. 
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Fig. 2. GPU vs. CPU execution times 
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For the Forest cover type dataset, the standard LibSVM algorithm ran during 21 
days without any result. However, recently-published results show that the SVM-perf 
algorithm performed this classification in 171 seconds on a 3.6 GHz Intel Xeon proc-
essor with 2 GB RAM. This means that our GPU implementation of incremental LS-
SVM is probably about 1500 times faster than SVM-Perf. 

The KDD Cup 1999 dataset consists of network data indicating either normal con-
nections (negative class) or attacks (positive class). LibSVM ran out of memory.  
CB-SVM has classified the dataset with over 90 % accuracy in 4750 seconds on a 
Pentium 800 MHz with 1GB RAM, while our algorithm achieved over 91 % accuracy 
in only 0.7 second. It appears to be about 6000 times faster than CB-SVM. 

The numerical test results showed the effectiveness of the new algorithm to deal 
with very large datasets on GPUs. 

Furthermore, we have said our new algorithm is an incremental one, but it is also 
decremental and so it is particularly suitable for mining data stream. We add blocks of 
new data and remove blocks of old data, the model is then updated from the previous 
step. It is very easy to get any temporal window on the data stream and compute the 
corresponding model. 

Domingos and Hulten [8] have listed the criteria a data mining system needs to 
meet in order to mine high-volume, open-ended data streams: 

- it must require small constant time per record: our algorithm has a linear com-
plexity with the number of data points, 

- it must use only a fixed amount of main memory, irrespective of the total number 
of records it has seen: the amount of memory used is determined by the block size 
and is fixed, 

- it must be able to build a model using at most one scan of the data: we only read 
and treat each data point once, 

- it must make a usable model available at any point in time: we can compute the 
model at any time with the data points already read, 

- ideally, it should produce a model that is equivalent (or nearly identical) to the 
one that would be obtained by the corresponding ordinary database mining algo-
rithm, operating without the above constraints: the results obtained are exactly the 
same as the original sequential algorithm, 

- when the data-generating phenomenon is changing over time (i.e., when concept 
drift is present), the model at any time should be up-to-date, but also include all 
information from the past that has not become outdated: our algorithm is incre-
mental and decremental and can follow concept drift very easily and efficiently. 

Our algorithm meets all the criteria to deal efficiently with very large datasets. 

6   Conclusion and Future Work 

We have presented a new parallel incremental LS-SVM algorithm being able to deal 
with very large datasets in classification tasks on GPUs. We have extended the recent 
LS-SVM algorithm proposed by Suyken and Vandewalle in two ways. We developed 
an incremental algorithm for classifying massive datasets. Our algorithm avoids load-
ing the whole dataset in main memory: only subsets of the data are considered at any 
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one time and updates the solution in growing training set. We developed a parallel 
version of incremental LS-SVM algorithm based on GPUs to get high performance at 
low cost.  

We evaluated the performances in terms of learning time on very large datasets 
from the UCI repository and Delve. The results showed that our algorithm using GPU 
is about 70 times faster than a CPU implementation. We also compared the perform-
ances of our algorithm with the efficient standard SVM algorithm LibSVM and with 
two recent algorithms, SVM-perf and CB-SVM. Our GPU implementation of incre-
mental LS-SVM is probably more than 1000 times faster than LibSVM, SVM-Perf 
and CB-SVM. 

We also applied these ideas to build other efficient SVM algorithms proposed by 
Mangasarian and his colleagues: Newton SVM (NSVM [14]) and Lagrangian SVM 
(LSVM [15]) in the same way, because they have the same properties as LS-SVM. 
The new implementation based on these algorithms is interesting and useful for clas-
sification on very large datasets. 

We have only used one GPU (versus one CPU) in our experiments and we have 
shown the computation time is already more than 1000 times faster than standard 
SVM algorithms like LibSVM, SVM-Perf and CB-SVM. The GPU parallel imple-
mentation is performed implicitly by the library, may be it can be improved. A first 
and obvious improvement is to use a set of GPUs. We have already shown [19] the 
computation time is divided by the number of computers (or CPU/GPU) used (if we 
do not take into account the time needed for the data transfer), if we use for example 
10 GPUs, the computation time is divided by 10,000 compared to usual algorithms. 
This means a classification task needing previously one year can now be performed in 
only one hour (using 10 GPUs). This is a significant improvement of the machine 
learning algorithms to massive data-mining tasks and may pave the way for new chal-
lenging applications of data-mining.  

Another forthcoming improvement will be to extend our methods to construct 
other SVM algorithms that can deal with non-linear classification tasks. 
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Abstract. The process of resource distribution and load balance of a distributed 
P2P network can be described as the process of mining Supplement Frequent 
Patterns (SFPs) from query transaction database. With given minimum support 
(min_sup) and minimum share support (min_share_sup), each SFP includes a 
core frequent pattern (BFP) used to draw other frequent or sub-frequent items. 
A latter query returns a subset of a SFP as the result. To realize the SFPs min-
ing, this paper proposes the structure of SFP-tree along with relative mining al-
gorithms. The main contribution includes: (1) Describes the concept of 
Supplement Frequent Pattern; (2) Proposes the SFP-tree along with frequency-
Ascending order header table FP-Tree (AFP-Tree) and Conditional Mix Pattern 
Tree (CMP-Tree); (3) Proposes the SFPs mining algorithms based on SFP-Tree; 
and (4) Conducts the performance experiment on both synthetic and real data-
sets. The result shows the effectiveness and efficiency of the SFPs mining algo-
rithm based on SFP-Tree. 

1   Introduction 

Peer-to-peer systems have recently drawn a lot of attention in the social, academic, 
and commercial communities. The central strength of P2P system is sharing resources 
on different sites and distributing proper sites to provide file blocks for a resource 
query efficiently. For a single file resource in a P2P system, there are many sites own-
ing the copy of this file. These sites respond to the query on this file. A P2P system 
contains so many sites owning large quantity of different resource copies that the task 
of ensuring the load balance of sites and the efficiency of resource share is difficult. 
To finish the task, this paper proposes a strategy to manage the sites resource and file 
resource efficiently. For a given file resource, we first find out the sites providing 
enough response for the queries on this file; the second step is to find out limited 
groups from these sites and each group provides enough response for the queries on 
this file; and the last step is to add proper sites to each group to reinforce the share 
power of each group. To answer a latter query, we select a group and return a subset 
of this group. The result of a query is a list of sites that can provide blocks of needed 
resource synchronously. Each site is a transaction item and each site list is a query 
                                                           
* This work is supported by the National Natural Science Foundation of China under Grant No. 

60773169 and No. 60702075, Development Foundation of Chengdu University of Informa-
tion Technology(KYTZ200811). 
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transaction. For a query transaction database in a P2P system, the process of resource 
distribution and load balance can be described as the process of mining k-item pattern 
based on core frequent patterns under given minimum support threshold (min_sup) 
and minimum share support threshold (min_share_sup < min_sup) with k. k is  the 
number of sites which own a copy of a given file resource.  

Any subset of a frequent pattern should be frequent too and the length of frequent 
pattern should be smaller than the maximum transaction length. Unlike the traditional 
frequent pattern, the k-item pattern X proposed in this paper has follow characters: 

a) The value of k can be larger than the maximum transaction length and should be 
smaller than the copy number of a file resource existing in a system. 

b) Support(X) < min_sup, the support of X can be equal to 0 when k is bigger than the 
maximum transaction length. 

c) There existis a subset B ⊂ X, Support(B) > (min_sup +  min_share_sup). 
d) Support(B∪ai) > min_share_sup, (ai ∈ (X-B)). 

In a word, this k-item pattern contains a core subset with big support count. And 
the number of each item appearing together with this core subset in many transactions 
may not arrive at min_sup. We define this k-item pattern as a Supplement Frequent 
Pattern (SFP) relative to Traditional Frequent Pattern. For a given file resource F and 
its relative k-item supplement frequent pattern P, a query on F returns a subset of P  
providing partitions of F synchronously. All the other sites not included in P no 
longer respond to later queries of F, and the copy of F are cancelled from these items 
when these sites stop providing file partitions service of F. 

To ensure the optimality of the query result, there should exist a subset B of P. The 
subset B is a traditional frequent pattern standing for the most efficient sites set for a 
given file resource and the support of B should be high enough to ensure that it has 
the power to draw other sites into it.  

The existing frequent mining algorithms can only mine frequent pattern shorter 
than maximum transaction length because the items in frequent pattern are required to 
appear together in transactions. We can not mine SFP through existing frequent pat-
tern mining algorithms. Anymore with required minimum support min_sup, the 
length of maximum frequent pattern mining through existing mining methods is usu-
ally much shorter than k because of the sparseness of query transaction database in a 
P2P system. 

To realize the SFPs mining, this paper proposes the structure of SFP-Tree along 
with its constructing algorithms and mining algorithm. The main contribution  
includes: 

1. Constructs the Ascending frequent-item-header table FP-Tree (AFP-Tree) of 
transaction database; 

2. Generates Conditional Mix Pattern Tree (CMP-Tree) recursively until the base 
pattern size is k-1; 

3. For each k-1 item frequent base pattern, constructs its SFP-Tree; 
4. Mines each SFP-Tree to construct all SFPs. 

The rest of the paper is as follows: We present related work in Section 2 and pre-
sent the problem description in Section 3. Section 4 presents the structure of AFP-
Tree, CMP-Tree, and SFP-Tree. Section 5 presents the results of our performance 
study. We conclude our work in Section 6. 
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2   Related Work 

Frequent pattern mining is a basic issue in data mining domain with deeply research 
and variant algorithms have been proposed to support different frequent pattern gen-
eration. Traditional frequent pattern mining methods include Classic Frequent Pattern 
Mining, Maximum Frequent Pattern Mining and Closed Frequent Pattern Mining. The 
classic algorithms include Apriori[1], Partition[2], Eclat[3], DHP[4], FP-grwoth[5] 
and relative extended algorithms[6-11]. Algorithms MFPs[16, 17] and CFPs[12–15] 
are the result of enhanced Classic Frequent Pattern with restriction conditions, and the 
relative algorithms are usually proposed from the algorithms of CFPs. The traditional 
frequent pattern has a basic property, i.e. any subset of a frequent itemset must be 
frequent too. 

Supplement Frequent Pattern is an extension of traditional frequent pattern. The 
closest work to this paper is prefix-tree structure FP-tree (frequent-pattern tree) and 
corresponding mining method FP-growth. As a DFS algorithm, FP-growth method 
can avoid the costly generation of a large number of candidate sets. It uses a partition-
ing-based, divide-and-conquer method to decompose the mining task into a set of 
smaller tasks for mining confined patterns in conditional databases, which dramati-
cally reduces the search space. 

3   Problem Description 

In this paper data partitioning and searching strategy of distributed P2P networks are 
based on the Query Transaction DataBase(QTDB). To mining Supplemental Frequent 
Patterns from QTDB, relative conceptions are proposed firstly. 

Definition 1  (Full Transaction). Given a transaction database D with items set 
A={I1, I2, …, Im}, for a transaction t = {Ii | Ii∈A}, we say t’ = {Ii, 

¬Ij | Ii∈t, Ij∈A and Ij 

∉t}, ¬Ij is the negative item of positive item Ij in transaction t meaning item Ij not 
appearing in t, and t’ is named the full transaction of t. The database composed by t’ is 
Full Database D’. 

The length of each full transaction is identical |A|, i.e. the total item number of D. 
SFPs mining is actually based on database D’ so that it is factually impossible to 
 

Table 1. Sample transaction database 

TID Items Frequent Items Full Frequent Items 
1 b, h, i, o, p h, p, o, b h, p, o, b, | ¬a, ¬c, ¬l, ¬m 
2 c, d, g, i, m c, m c, m, | ¬a, ¬b, ¬h, ¬l, ¬o, ¬p 
3 a, b, l, m, o l, a, o, m, b l, a, o, m, b | ¬c, ¬h, ¬p 
4 b, h, m, o h, o, m, b h, o, m, b | ¬a, ¬c, ¬l, ¬p 
5 b, c, k, h, p, s, h, p, c, b h, p, c, b | ¬a, ¬l, ¬m, ¬o 
6 a, c, e, l, m, n, p l, p, a, c, m l, p, a, c, m | ¬b, ¬h, ¬o 
7 a, b, c a, c, b a, c, b | ¬h, ¬l, ¬m, ¬o, ¬p 
8 b, c, h, j, m h, c, m, b h, c, m, b | ¬a, ¬l, ¬o, ¬p 
9 a, b, k, m, o, s a, o, m, b a, o, m, b | ¬c, ¬h, ¬l, ¬p 

10 a, c, e, l, n, o, p l, p, a, o, c l, p, a, o, c | ¬b, ¬h, ¬m 
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realize SFPs mining using any existing frequent pattern mining algorithms within 
limited space complexity and time complexity. A sample query transaction database 
is shown in table 1. 

Definition 2 (Base Frequent Pattern). The frequent pattern of database D are all 
composed of positive items. A frequent pattern with k positive items is called a k-item 
Base Frequent Pattern. 

Definition 3 (Supplement Frequent Pattern). Let the frequent 1-itemsets of data-
base D be F1, given a base frequent pattern B ⊂ F1, a positive itemsets P ⊂ F1 , an 
item ai (ai ∈ F1), and two thresholds mini_sup, mini_share_sup, the item sets F = 
B∪P∪¬ai having following conditions is a Supplement Frequent Pattern based on B: 

1. support(B∪P) >= mini_sup 
2. mini_share_sup <= support(B∪P∪ai) <= mini_sup 
3. support(B∪P∪¬ai) >= mini_sup (ai not appears with all items in B in a same 

transaction, ¬ai named negative item of positive item ai) 
4. support(ai) ≤ Support(aj) (aj ∈ B∪P); 

Items in set P are the positive supplement items and Item ¬In is the negative sup-
plemental item of SFP F base on BFP B, the number of both negative supplement 
items and positive supplement items in a SFP can be more than 1. The traditional 
frequent pattern is just the special case of SFP with zero negative item. 

Condition 2 ensures item ai and set B is an optimal combination to a given resource 
although the count they appearing together not reach minimum support count. Condi-
tion 3 ensures set B is powerful enough to draw a proper item into it to form a new 
itemset. Condition 4 ensures the load of the joined item is lighter than any item in B to 
ensure the load balance. 

4   Mining of Supplemental Frequent Patterns 

4.1   Construction of Ascending Frequent Pattern Tree (AFP-Tree) 

Like FP-Tree used to mine frequent patterns quickly, we need construct a structure 
AFP-tree firstly to describe the whole transactions in QTDB. The construction princi-
ple of AFP-tree is similar to traditional FP-tree. The difference between these two tree 
structures is that AFP-tree produces a frequency-ascending header table. This modifi-
cation decreases the share degree of node inevitably with more new nodes being cre-
ated and inserted in AFP-tree. As a result the space complexity and time complexity 
of AFP-tree construction increase relatively for the operations on AFP-tree. The as-
cending order tree structure character of AFP-tree can ensure the conditions 3 and 4 
of SFP. 

By analysis the structure of FP-tree, we modify the generation of node link. In 
original FP-tree, each node of header table points to its relative item first occurrence 
in the tree. When a new node is created and inserted in FP-tree, it is add to the end of 
its node-link with the same item-name. Each time a new node is add to its node link, 
the corresponding node-link is entirely scanned a time to locate the end position of 
node-link. The time complexity of node-link generation is O(n). In this paper we 
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change the insert strategy, i.e. each item in header table points to the lastest occur-
rence node of  its node-link. Every time a new node is inserted into AFP-tree, it be-
come the header of its node-link. The insert operation just need to find the node in 
header table with the same item-name and replace it as the front of their node-link. 
The time complexity of this strategy is O(1). This method can entirely avoid the trace 
of node-link with no change of the data structure of header table node, and decrease 
the time complexity of node insert.  

Set the minimum support count be 3, figure 1 shows the AFP-tree of sample data-
base shown in table 1. To the nodes with the same item-name, the node-link direction 
is reversed with first appearance node as the end of node-link and the laterest insert-
ing node is registered in header table. 
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Fig. 1. AFP-Tree of sample database 

4.2   Construction of Conditional Mix Pattern Tree (CMP-Tree) 

Once the AFP-tree of transaction database is constructed, we can generate the Condi-
tional Mix Pattern Tree recursively. Comparing with Conditional Frequent Pattern 
Tree, CMP-tree includes not only frequent items but also sub-frequent items. The  
sub-frequent items of a frequent suffix pattern is the prefix items with support smaller 
than mini_sup but.bigger than mini_share_sup. 

Definition 4  (CMP-tree). The Conditional Mix Pattern Tree of a Base Frequent 
Pattern is a tree structure defined below. 

1. It consists of a root node labeled as “null”, a set of item-prefix subtrees as the 
children of the root, and a mix-item-header table. 

2. Nodes structure of CMP-tree is similar to the nodes of FP-tree. 
3. The support-ascending order mix-item-header table consists of both frequent items 

and sub-frequent items. 
4. Only frequent items of CMP-tree have their node-links used to generate CMP-tree 

and SFP-tree recursively. 

Set the minimum share support count be 1, to the AFP-tree shown in figure 1, the 
conditional pattern base of frequent itemset {b} is {(ocm:1), (ac:1), (laom:1), (hcm:1), 
(hpc:1), (hpo:1), (hom:1)}. The count of items l, a, p are all smaller than minimum 
support count 3 but not smaller than minimum share support count 1. They are the 
sub-frequent items of frequent itemset {b} and should insert into {b}’s CMP-tree. 
Because no CMP-tree is generated for these items, we needn’t generate the node links 
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of these items and then decrease the space and time complexity of CMP-tree. We can 
say AFP-tree of database is the CMP-tree of pattern {Null} without sub-frequent 
items. 

Figure 2 gives the CMP-trees of frequent pattern {b} and {m} respectively, and 
The algorithm of CMP-Tree construction is shown in table 2. 
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Fig. 2. CMP-tree construction 

Table 2. Generation algorithm of CMP-tree 

Procedure CMP_gen(CMP-treeβ, αi) 
Input: CMP-tree of base itemset β, a frequent item αi in CMP-treeβ 
Output: CMP-trees of base frequent patterns {β∪αi} 
1:     travel paths including node αi to calculate support count of αi and each item Ij on path 
          // Travel means to visit upwards from node αi to root node 
2:     for each item Ij do 
3:          if support(Ij) >= min_sup then  
4:               add frequent item Ij to mix 1-item set and add the count of frequent items by 1 
5:          else 
6:               if support(Ij) >= min_share_sup then 
7:                    add item Ij to mix 1-item set and add the count of sub-frequent items by 1 
8:     generate support-ascending order header table of CMP-tree(β∪αi) 
9:     for each path beginning at αi do 
10:        select out frequent items and sub-frequent items 
11:        index-ascending sort these items 
12:        for each item do 
13:             if item is a sub-frequent item then  
14:                  insert it into CMP-tree and add to its node-link 
15:             else 
16:                  insert it into CMP-tree 
17:   return 

4.3   Construction of Supplement Frequent Pattern Tree (SFP-Tree) 

SFP-tree is the conditional frequent pattern tree of CMP-tree including not only fre-
quent positive items but also frequent negative items. To the CMP-Trees shown in 
figure 2, The SFP-Trees of BFP {b, m} and {m, c} are shown in figure 3. The algo-
rithm of SFP-Tree generation is also given in table 3. 
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Fig. 3. BFP-based SFP-tree 

Table 3. SFP-tree generation algorithm 

Procedure SFP_gen(CMP-treeβ, αi) 
Input: CMP-tree of a num_BFP-1 length base itemset β, a frequent item αi in CMP-treeβ 
Output: SFP-trees of base frequent pattern {β∪αi} 

1:   travel all paths including node αi to calculate support of αi and each item Ij on path 
2:   for each item Ij do 
3:        if support(Ij) >= min_sup then  
4:             add Ij to frequent 1-item set 
5:        else 
6:             if support(Ij)>=min_share_sup and (support(β∪αi)–support(Ij))>=min_sup then 
7:                  add ¬Ij to frequent 1-item set 
8:   generate support-descending order header table of SFP-tree(β∪αi) 
9:   for each path beginning at αi do 
10:      select out frequent items and supply frequent negative items 
11:      index-ascending sort these items and insert each item into SFP-tree 
12: return 

4.4   Generation of Supplement Frequent Patterns Based on SFP-Tree 

The SFP-tree can be regard as a common Conditional FP-tree including both frequent 
and sub-frequent items, by executing FP-growth method on SFP-tree we can generate 
all SFPs of transaction database. For the SFP-tree shown in figure 3, the SFPs with 
base freqeunt pattern β={b, m} is SFPs({b, m}) = {bmo, bm¬a, bm¬l, bm¬a¬l}, and 
the SFPs with base frequent pattern β={m, c} is SFPs({m, c}) = {mc¬o, mc¬a, mc¬h, 
mc¬l, mc¬a¬l}. 

Theorem 1 (Completeness). SFP-tree based mining method generates the complete 
set of SFPs in transaction database. 

Proof.  To guarantee the completeness of SFPs, we just need to ensure two factors. 
The first factor is SFP-tree based mining algorithm can generate all base frequent 
patterns, and the second factor is the SFP-tree of a BFP includes all relative frequent 
items and sub-frequent items. 

The FP-growth method based on FP-Tree can ensure the completeness of frequent 
patterns because the FP-tree contains the complete information for frequent pattern 
mining. AFP-tree and CMP-tree also contain can the complete information too, and all 
frequent patterns including BFPs can be generated based on AFP-tree and CMP-tree.  
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To the second factor can be ensured by three points. The AFP-tree and CMP-tree 
are constructed with ascending frequent-item-header table; An sub-frequent item of 
an itemset must be the sub-frequent item of any subset of this itemset; The sub-
frequent items are generate based on base frequent pattern, and the BFP and SFP-tree 
are generated with a growth method from lower nodes to upper nodes.                       � 

By integrating the techniques of AFP-tree, CMP-tree and SFP-tree, we can generate 
all the base frequent patterns and corresponding supplemental frequent patterns. The 
supplemental frequent pattern generation algorithm is shown in table 4. 

Table 4. SFPs mining algorithm 

Procedure SFP-growth(AFP-tree, min_sup, min_share_sup, num_BFP) 
Input: AFP-tree, min_sup, min_share_sup, num_BFP 
Output: complete supplemental frequent patterns 
1:   for each item α in headertable of AFP-tree do 
2:       call CMP_gen(AFP-tree, α) until base itemset length equal to (num_BFP-1) 
3:       for each CMP-tree with (num_BFP-1)-item base itemset β do 
4:           for each item αi in CMP-tree do 
5:               call SFP_gen(CMP-treeβ, αi) 
6:               call FP-growth(SFPβ∪αi) 
7:   return 

5   Performance Study 

SFPs mining algorithm is used to find supplemental items of a base frequent pattern 
in sparse query transaction databases in P2P system. We test SFPs mining method on 
two sparse data sets. T10I4D100K is the synthetic dataset and Bms-pos is the real 
dataset. The mini_share_sup is set as half of mini_sup to all experiments. 

5.1   Header Table Node-Link Generation Modification 

AFP-tree and CMP-tree are support-ascending order header table tree structure, which 
decrease the share degree of nodes. For the node scan operation consumes large part 
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of mining time, we modify the node-link generation method by placing new node on 
the front of node-link with the same item-name. Figure 4 shows the runtime of tree 
construction and patterns mining. The result reflects the time of node-link scan holds 
the majority mining time and the modification of node-link generation greatly im-
prove the efficiency of tree construction. 

5.2   Synthetic Data Set 

Data set T10I4D100K is a sparse database containing 100,000 transactions with 1000 
items and the average transaction length is 10. Figure 5 reflects the storage consump-
tion and time consumption of different mining phase. 
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Comparing with traditional frequent pattern mining method based on FP-tree, the 
storage size of frequency-ascending order header table tree is a little bigger than fre-
quency-descending order header table tree because the decrease of node share degree. 
The mining time of SFPs decreases along with the increase of min_sup. But according 
to figure 6 showing the effectness of SFPs on different minimum support and BFP 
length, we can find the most effective SFPs are generated within 6 seconds when 
min_sup is 0.4% and base frequent pattern length is 3. 

5.3   Real Dataset 

Data set BMS-POS is real dataset containing several years worth of point-of sale data 
from a large electronics retailer. It has 65,000 transactions with 1300 items and the 
maximum transaction size of this dataset is 164. Figure 7 presents the mining perform-
ance under different parameters. According to the result we can know under min_sup 
3% no efficient SFPs can mined even though consuming much time. The mining effi-
ciency is relative outstanding when min_sup is 4% and base frequent pattern size is 3.  
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Fig. 7. Performance results 

6   Conclusion 

This paper proposes the conception of Supplemental Frequent Pattern. SFP phenom-
ena exist in many applications such as the resource distribution and load balance of 



168 Y. Liu et al. 

P2P networks. To mine SFPs efficiently this paper presents a novel prefix-tree struc-
ture, Supplemental Frequent Pattern tree (SFP-tree), to store both frequent and sub-
frequent items of a base frequent pattern. We present the generation method of Base 
Frequent Pattern and its SFP-tree. SFPs can be efficiently generated by executing FP-
growth algorithm on SFP-tree. 
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Abstract. Association rules mining is a frequently used technique which
finds interesting association and correlation relationships among large set
of data items which occur frequently together. Nowadays, data collection
is ubiquitous in social and business areas. Many companies and organi-
zations want to do the collaborative association rules mining to get the
joint benefits. However, the sensitive information leakage is a problem we
have to solve and privacy-preserving techniques are strongly needed. In
this paper, we focus on the privacy issue of the association rules mining
and propose a secure frequent-pattern tree (FP-tree) based scheme to pre-
serve private information while doing the collaborative association rules
mining. We show that our scheme is secure and collusion-resistant for n
parties, which means that even if n − 1 dishonest parties collude with a
dishonest data miner in an attempt to learn the associations rules between
honest respondents and their responses, they will be unable to success.

Keywords: association rules, privacy-preserving, cryptographicprotocol.

1 Introduction

Association rules mining techniques are generally applied to databases of trans-
actions where each transaction consists of a set of items. In such a framework the
problem is to discover all associations and correlations among data items where
the presence of one set of items in a transaction implies (with a certain de-
gree of confidence) the presence of other items. Association rules are statements
of the form X1, X2, ..., Xn ⇒ Y , meaning that if we find all of X1, X2, ..., Xn

in the transactions, then we have a good chance of finding Y . The probabil-
ity of finding Y for us to accept this rule is called the confidence of the rule.
We normally would search only for rules that had confidence above a certain
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threshold. The problem is usually decomposed into two sub-problems. One is to
find those itemsets whose occurrences exceed a predefined threshold in the data-
base; those itemsets are called frequent or large itemsets. The second problem
is to generate association rules from those large itemsets with the constraints
of minimal confidence. Much data mining starts with the assumption that we
only care about sets of items with high support, they appear together in many
transactions. We then find association rules only involving a high-support set of
items. That is to say that X1, X2, ..., Xn ⇒ Y must appear in at least a certain
percent of the transactions, called the support threshold. How to do the global
support threshold counting with respecting clients’ privacy is a major problem
in privacy-preserving rules mining.

supportX⇒Y = |TX∪Y |
|DB| means that the support is equal to the percentage of

all transactions which contain both X and Y in the whole dataset. And then we
can get that: confidentX⇒Y = supportX⇒Y

supportX

The problem of mining association rules is to find all rules whose support
and confidence are higher than certain user specified minimum support and
confidence.

Distributed mining can be applied to many applications which have their
data sources located at different places. In this paper, we assume that there
are n parties possess their private databases respectively. They want to get the
common benefit for doing association rules analysis in the joint databases. For
the privacy concerns, they need a private preserving system to execute the joint
association rules mining. The concern is solely that values associated with an
individual entity not being revealed.

1.1 Related Work

The research of privacy-preserving techniques for data mining began in Year
2000, R. Agrawal et al [2] proposed a reconstruction procedure which is pos-
sible to accurately estimate the distribution of original data values from the
random noise perturbed data. However, Evfimievski et al[3] pointed out that
the privacy breach will occur in R. Agrrawal’s proposal and proposed a new
randomization techniques to mine association rules from transactions consisting
of categorical items where the data has been randomized to preserve privacy of
individual transactions. The method presented in Kantarcioglu et al. [9] is the
first cryptography-based solutions for private distributed association rules min-
ing, it assumes three or more parties, and they jointly do the distributed Apriori
algorithm with the data encrypted. In the recent research papers [5][13][15],
some privacy-preserving association rules schemes are proposed. These papers
are similar and developed a secure multi-party protocol based on homomorphic
encryption.

1.2 Motivation and Our Contributions

The related works we mentioned above have three problems. The first one is low
efficiency by using the Apriori algorithm. As we know, the Apriori algorithm
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is not so efficient because of its candidates generation scan. The second one is
the accuracy problem in [3] in which there is a trade-off between the accuracy
and security. The third one is the security problem, the schemes proposed in
the related works are not collusion-resistant. We propose an improved scheme
to overcome these three problems.

– We apply frequent-pattern tree (FP-tree) structure proposed in [8] to ex-
ecute the association rules mining and extend it to distributed association
rules mining framework. We use FP-tree to compress a large database into
a compact FP-tree structure to avoid costly database scans.

– We present a privacy-preserving protocol which can overcoming the accuracy
problem causes randomization-based techniques and improve the efficiency
compared to those cryptography-based scheme [5][13][15].

– Our privacy-preserving protocol provide a perfect security and collusion-
resistant property. Our scheme uses the attribute-based encryption to create
the global FP-tree for each party and then uses the homomorphic encryption
to merger the FP-tree to get the final result of the global association rules.

2 Preliminaries

2.1 Problem Definition

We assume that there are n parties want to do cooperation on the joint databases
DB1 ∪DB2 ∪ ... ∪DBn without revealing the private information of database.
And we assume the standard synchronous model of computation in which n
parties communicate by sending messages via point-to-point channels. There
are some distributed parties who want to get the global result from their data
transactions over the internet. Every party Pi has their private transaction T 1

i .
They all have serious concern about their privacy while they want to get the
accurate result to help their following decision. No Party should be able to
learn contents of a transaction of any other client. And we want to use some
cryptographic toolkits to construct a secure multi-party computation protocol
to perform this task. Let I = {a1, a2, ..., am} be a set of items, and a transaction
database DB = 〈T1, T2, ..., Tn〉, where Ti(i ∈ [1...n]) is a transaction which
contains a set of items in I. The support (or occurrence frequency) of a pattern
A, where A is a set of items, is the number of transactions containing A in DB.
A pattern A is frequent if A’s support is no less than a predefined minimum
support threshold MinSupp.

2.2 Cryptographic Primitives

Public Key Encryption with Homomorphic Property: In modern terms, a
public-key encryption scheme on a message space M consists of three algorithms
(K, E, D):

1. The key generation algorithm K(1k) outputs a random pair of private/public
keys (sk, pk), relatively to a security parameter k.
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2. The encryption algorithm Epk(m; r) outputs a ciphertext c corresponding to
the plaintext m ∈ M , using random value r.

3. The decryption algorithm Dsk(c) outputs the plaintext m associated to the
ciphertext c. We will occasionally omit the random coins and write Epk(m)
in place of Epk(m; r). Note that the decryption algorithm is deterministic.

In this paper we use Palliler encrytion as public key encryption. Paillier homo-
morphic encryption proposed by Pallier [11]. It is provably secure and one-way
based on the Decisional Composite Residuosity Assumption and the Computa-
tional Composite Residuosity Assumption : If the public key is the modulus m
and the base g, then the encryption of a message x is E(x) = gxrm mod m2.
Then it has the homomorphic property E(x1) · E(x2) = (gx1rm

1 )(gx2rm
2 ) =

gx1+x2(r1r2)m = E(x1 + x2 mod m) · and + denote modular multiplication
and addition, respectively.
Attributes-based Encryption (ABE) The ABE scheme is developed from
Identity based encryption(IBE) which introduced by Shamir [12], is a variant of
encryption which allows users to use any string as their public key (for exam-
ple, an email address). This means that the sender can send messages knowing
only the recipient’s identity (or email address), thus eliminating the need for a
separate infrastructure to distribute public keys. In their scheme, there is one
authority giving out secret keys for all of the attributes. Each encryptor then
specifies a list of attributes such that any user with at least d of those attributes
will be able to decrypt. They show that the scheme they present is secure.

2.3 Security Definition and Adversary Model

This paper considers both semi-honest and malicious adversaries. For Semi-
honest adversaries, every party are assumed to act according to their prescribed
actions in the protocol. The security definition is straightforward, particularly
as in our case where only one party learns an output. The definition ensures
that the party does not get more or different information than the output of
the function. This is formalized by considering an ideal implementation where
a trusted third party (TTP) gets the inputs of the two parties and outputs the
defined function. We require that in the real implementation of the protocol—
that is, one without a TTP the client C does not learn different information than
in the ideal implementation. We say that π privately computes a function f if
there exist probabilistic, polynomial-time algorithms SA and SB such that:

{(SA(a, fA(x)), fB(x))} ≡ {(V IEWπ
A(x), OUPUT π

B(x))} (1)

{(fA(x), SB(b, fB(x)))} ≡ {(OUPUT π
A(x), V IEWπ

B(x))} (2)

where ≡ denotes computational indistinguishability, which means that there is
no probabilistic polynomial algorithm used by an adversary A can distinguish
the probability distribution over two random string. It means that no matter
how the adversary tries to derive the private information from the computation,
what he can get only his inputs and the random values.
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3 Secure Multi-party Protocol for Association Rules
Mining Based on FP-tree

3.1 Problem in Apriori-Based Distributed Association Rules
Mining

Most distributed association rules mining algorithms are adaptations of existing
sequential (serial) algorithms. Generally speaking two strategies for distributing
data for parallel computation can be identified:

1. Data distribution: The data is apportioned amongst the processes, typi-
cally by ”horizontally” segmenting the dataset into sets of records. Each
process then mines its allocated segment (exchanging information on-route as
necessary).

2. Task distribution: Each process has access to the entire dataset but is re-
sponsible for some subset of the set of candidate itemsets.

The Apriori heuristic achieves good performance gained by (possibly sig-
nificantly) reducing the size of candidate sets. However, in situations with a
large number of frequent patterns, long patterns, or quite low minimum support
thresholds, an Apriori-like algorithm may suffer from the following two nontrivial
costs:

– It is costly to handle a huge number of candidate sets. For example, if there
are 104 frequent 1-itemsets, the Apriori algorithm will need to generate
more than 107 length-2 candidates and accumulate and test their occur-
rence frequencies. Moreover, to discover a frequent pattern of size 100, such
as {a1, ..., a100}, it must generate 2100−2 ≈ 1030 candidates in total. This is
the inherent cost of candidate generation, no matter what implementation
technique is applied.

– It is tedious to repeatedly scan the database and check a large set of candi-
dates by pattern matching, which is especially true for mining long patterns.

3.2 The General Description of Our Proposal

our protocol construction is based on secure multi-party computation techniques.
The history of the multi-party computation problem is extensive since it was
introduced by Yao [14] and extended by Goldreich, Micali, and Wigderson [7].
Secure multi-party computation (MPC) protocols allow a set of n players to
securely compute any agreed function on their private inputs, where the following
properties must be satisfied: privacy, meaning that the corrupted players do not
learn any information about the other players’ inputs. and correctness, meaning
that the protocol outputs the correct function value, even when the malicious
players treat. In Secure Multi-party Computation, we always assume that semi-
honest model exists.

1. Support count among the common k-item sets privately using the homomor-
phic encryption scheme.
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2. Using attribute-based encryption scheme, every party executes FP-tree con-
struction and prepares for the global FP-tree construction.

3. Using the private matching scheme, every party merges the conditional FP-
trees to get common frequent itemsets.

4. Secure global support count computation in the merged FP-trees.
5. Output the final result of association rules from the merged global FP-trees.

Initialization: A multiparty ABE system with homomorphic property is com-
posed of K attribute authorities and one central authority. Each attribute author-
ity is also assigned a value dk. The system uses the following algorithms: Setup :
A randomized algorithm which must be run by some trusted party (e.g. central
authority). Takes k as input the security parameter. Outputs a public key, secret
key pair for each of the attribute authorities, and also outputs a system public key
and master secret key which will be used by the central authority. (1)Attribute
Key Generation : A randomized algorithm run by an attribute authority. Takes
as input the authority’s secret key, the authority’s value dk, a user’s GID, and a
set of attributes in the authority’s domain Ak

C . (We will assume that the user’s
claim of these attributes has been verified before this algorithm is run). Output
secret key for the user. (2) Central Key Generation : A randomized algorithm run
by the central authority. Takes as input the master secret key and a user’s GID
and outputs secret key for the user. (3) Encryption : A randomized algorithm run
by a sender. Takes as input a set of attributes for each authority, a message, and
the system public key. Outputs the ciphertext. (4) Decryption : A deterministic
algorithm run by a user. Takes as input a cipher- text, which was encrypted under
attribute set AC and decryption keys for an attribute set Au. Outputs a message
m if |Ak

C ∩Ak
u| > dk for all authorities k.

3.3 Distributed Association Mining with FP-Tree

FP-growth is a divide-and-conquer methodology proposed by [8] which decom-
poses the association rules mining tasks into smaller ones. It only scans the
database twice and does not generate candidate itemsets. The algorithm sub-
stantially reduces the search costs. At first, we let the parties build a global
FP-tree together and then do the association rules mining on the global FP-
tree. FP-growth, for mining the complete set of frequent patterns by pattern
fragment growth. Efficiency of mining is achieved with three techniques: (1)
a large database is compressed into a condensed, smaller data structure, FP-
tree which avoids costly, repeated database scans, (2) our FP-tree-based mining
adopts a pattern-fragment growth method to avoid the costly generation of a
large number of candidate sets, and (3) a partitioning-based, divide-and-conquer
method is used to decompose the mining task into a set of smaller tasks for min-
ing confined patterns in conditional databases, which dramatically reduces the
search space.

1. Since only the frequent items will play a role in the frequent-pattern mining,
it is necessary to perform one scan of transaction database DB to identify
the set of frequent items (with frequency count obtained as a by-product).
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2. If the set of frequent items of each transaction can be stored in some com-
pact structure, it may be possible to avoid repeatedly scanning the original
transaction database.

3. If multiple transactions share a set of frequent items, it may be possible to
merge the shared sets with the number of occurrences registered as count.
It is easy to check whether two sets are identical if the frequent items in all
of the transactions are listed according to a fixed order.

Given a transaction database DB and a minimum support threshold MinSupp,
the problem of finding the complete set of frequent patterns is called the frequent-
pattern mining problem. With the above observations, one may construct a
frequent-pattern tree as follows. First, a scan of DB derives a list of frequent items,
〈(f : 4), (c : 4), (a : 3), (b : 3), (m : 3), (p : 3)〉 (the number after ”:” indicates the
support), in which items are ordered in frequency descending order.

Second, the root of a tree is created and labeled with ”null”. The FP-tree
is constructed as follows by scanning the transaction database DB the second
time.

1. The scan of the first transaction leads to the construction of the first branch
of the tree: 〈(f : 1), (c : 1), (a : 1), (m : 1), (p : 1)〉. Notice that the frequent
items in the transaction are listed according to the order in the list of frequent
items.

2. For the second transaction, since its (ordered) frequent item list 〈f, c, a, b, m〉
shares a common prefix 〈f, c, a〉 with the existing path 〈f, c, a, m, p〉, the
count of each node along the prefix is incremented by 1, and one new node
(b : 1) is created and linked as a child of (a : 2) and another new node (m : 1)
is created and linked as the child of (b : 1).

3. For the third transaction, since its frequent item list 〈f, b〉 shares only the
node 〈f〉 with the f -prefix subtree, f ’s s count is incremented by 1, and a
new node (b : 1) is created and linked as a child of (f : 3).

4. The scan of the fourth transaction leads to the construction of the second
branch of the tree, 〈(c : 1), (b : 1), (p : 1)〉.

5. For the last transaction, since its frequent item list 〈c, a, m, p〉 is identical to
the first one, the path is shared with the count of each node along the path
incremented by 1.

A frequent-pattern tree (or FP-tree in short) is a tree structure defined below:

1. It consists of one root labeled as ”null”, a set of item-prefix sub-trees as the
children of the root, and a frequent-item-header table.

2. Each node in the item-prefix sub-tree consists of three fields: item-name,
count, and node-link, where item-name registers which item this node repre-
sents, count registers the number of transactions represented by the portion
of the path reaching this node, and node-link links to the next node in the
FP-tree carrying the same item-name, or null if there is none.

3. Each entry in the frequent-item-header table consists of two fields, (1) item-
name and (2) head of node-link (a pointer pointing to the first node in the
FP-tree carrying the item-name).
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Based on this definition, we have the following FP-tree construction
algorithm.

This property is directly from the FP-tree construction process, and it facili-
tates the access of all the frequent-pattern information related to ai by travers-
ing the FP-tree once following ai’s node-links. We can generate the conditional
pattern-bases and the conditional FP-trees generated from the existing FP-tree.
construction of a new FP-tree from a conditional pattern-base obtained during
the mining of an FP-tree, the items in the frequent itemset should be ordered
in the frequency descending order of node occurrence of each item instead of
its support (which represents item occurrence). This is because each node in an
FP-tree may represent many occurrences of an item but such a node represents
a single unit (i.e., the itemset whose elements always occur together) in the
construction of an item-associated FP-tree.

We can develop a distributed frequent-pattern mining algorithm with distrib-
uted FP-trees. When one party has received the tree string from another party,
he generates new string by merging the received string and its own string.

4 The Details of Multi-party Mining Scheme

In our ABE scheme, we assume that the universe of attributes can be partitioned
into K disjoint sets. Each will be monitored by a different authority. As men-
tioned above, we also have one trusted central authority who does not monitor
any attributes.

4.1 Verifiable Secret Sharing

Secret-sharing schemes are used to divide a secret among a number of parties.
The information given to a party is called the share (of the secret) for that party.
It realizes some access structure that defines the sets of parties who should
be able to reconstruct the secret by using their shares First, let’s consider a
very simplified scheme based on the Feldman Verifiable Secret Sharing scheme.
Recall that, given d points p(1), ..., p(d) on a d − 1 degree polynomial, we can
use Lagrange interpolation to compute p(i) for any i. However, given only d− 1
points, any other points are information theoretically hidden. According to the
Lagrange formula, p(i) can be computed as a linear combination of d known
points. Let ∆j(i) be the coefficient of p(j) in the computation of p(i). Then
p(i) =

∑
j∈S p(j)∆j(i) where S is a set of any d known points and ∆j(i) =∏

k∈S,j �=k(i − k)/(j − k). Note that any set of d random numbers defines a
valid polynomial, and given these numbers we can find any other point on that
polynomial.

4.2 Specifying Transaction’s Attributes

If we take this approach, any user with any d attributes which are specified will
be able to decrypt. But we want each encryptor to be able to give a specific
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subset of attributes such that at least d are necessary for decryption. In order
to do this, we need an extra tool: bilinear maps, for bilinear map e, g ∈ G1, and
a, b ∈ Zq, e(ga, gb) = e(g, g)ab. Now, suppose instead of giving each user gp(i) for
each attribute i, we choose a random value ti and give gp(i)/ti . If the user knew
gti for at least d of these attributes, he could compute e(g, g)p(i) for each i and
then interpolate to find the secret e(g, g)p(0). Then if our encryption includes
e(g, g)p(0)m, the user would be able to find m. Thus, the encryptor can specify
which attributes are relevant by providing gti for each attribute i in the desired
transaction set.

4.3 Multiple Encryptions

First, let’s consider a very simplified scheme based on the Feldman Verifiable
Secret Sharing scheme. Recall that, given d points p(1), ..., p(d) on a d − 1 de-
gree polynomial, we can use Lagrange interpolation to compute p(i) for any i.
However, given only d− 1 points, any other points are information theoretically
hidden. According to the Lagrange formula, p(i) can be computed as a linear
combination of d known points. Let ∆j(i) be the coefficient of p(j) in the com-
putation of p(i). Then p(i) =

∑
j∈S p(j)∆j(i) where S is a set of any d known

points and ∆j(i) =
∏

k∈S,j �=k(i − k)/(j − k). Note that any set of d random
numbers defines a valid polynomial, and given these numbers we can find any
other point on that polynomial. Thus our first attempt Multi-Authority Scheme
is as follows:

Preparing for the Global FP-tree Construction

Init First fix y1...yk, {tk,i}i=1...n,k=1...K ← Zq. Let y0 =
∑K

k=1 yk. System
Public Key Y0 = e(g, g)y0 .

Attribute Authority k

Authority Secret Key The SW secret key: yk, tk,1...tk,n.
Authority Public Key Tk,i from the SW public key: Tk,1...Tk,n where
Tk,i = gtk,i .
Secret Key for User u from authority k Choose random d − 1 degree
polynomial p with p(0) = yk. Secret Key:

{
Dk,i = gp(i)/tk,i

}
i∈Au

.

Encryption for attribute set AC

Choose random s ← Zq.

Encryption: E = Y s
0 m,
{
Ek,i=T s

k,i

}
i∈Ak

C ,∀k

Decryption: For each authority k, for d attributes i ∈ Ak
C ∩ Au, compute

e(Ek,i, Dk,i) = e(g, g)p(i)s. Interpolate to find Y s
k = e(g, g)p(0)s = e(g, g)ys

k.
Combine these values to obtain

∏K
k=1 Y s

k = Y s
0 . Then m = E/Y s

0 .
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4.4 Private FP-Tree Matching

Here, we apply the secure matching protocol proposed by Freedman et al. [16] to
merge the FP-tree between every two parties. We propose a framework whereby
all parties participate to a secure aggregation mechanism without having access
to the protected data. In order to ensure end to end confidentiality, the frame-
work uses additive homomorphic encryption algorithms. All the count of the
conditional FP-tree is merged in this step.

Private Merging Protocol

Input: Party A’s input is a set TA = {T 1
A, ..., T k

A}, party B’s input is a set
TB = {T 1

B, ...., T l
B}. The elements in the input sets are taken from a domain

of size N .

1. Party performs the following:
(a) He chooses the secret-key parameters for a semantically-secure ho-
momorphic encryption scheme, and publishes its public keys and para-
meters. The plaintexts are in a field that contains representations of the
N elements of the input domain, but is exponentially larger.
(b) She uses interpolation to compute the coefficients of the polynomial
P (y) =

∑k
i=0 αiT

i
B of degree k with roots x1, ..., xk.

(c) She encrypts each of the (k+1) coefficients by the semantically-secure
homomorphic encryption scheme and sends to party B the resulting set
of ciphertexts, Enc(α0), ..., Enc(αk).

2. Party B performs the following for every T i
B ∈ TB :

(a) He uses the homomorphic properties to evaluate the encrypted poly-
nomial at T i

B. That is, he computes Enc(P (y)) = Enc(
∑k

i=0 αiT
i
B).

(b) He chooses a random value r and computes Enc(rP (y)+y). (One can
also encrypt some additional payload data py by computing Enc(rP (y)+
(T i

B|pB)). Party obtains pB iff T i
B is in the intersection.) He randomly

permutes this set of kS ciphertexts and sends the result back to the client
.

3. Party A decrypts all l ciphertexts received. She locally outputs all values
x ∈ X for which there is a corresponding decrypted value .

Preventing Collusion. Note that we can easily extend this to prevent collusion:
If we give all our users points from the same polynomial, any group with at least
d transaction between them would be able to combine their keys to find p(0).
However, if we instead give each user u a different polynomial pu (but still with
the same zero point pu(0) = p(0)), then one user’s points will give no information
on the polynomial held by the other (as long as neither has more than d.1 points).
To see this, note that, given any d−1 points on polynomial p1 and any d−1 points
on polynomial p2, with the requirement that these polynomials must intersect



180 C. Su and K. Sakurai

at 0, it is still the case that any value for y = p1(0) = p2(0) will define a valid
pair of polynomials. Thus, y is information theoretically hidden.

Ideally, a public-key encryption scheme should be semantically secure against
adaptive chosen-ciphertext attack. Informally, this means that an adversary can
learn nothing about the plaintext corresponding to a given ciphertext c, even
when the adversary is allowed to obtain the plaintext corresponding to cipher-
texts of its choice. We henceforth denote this security notion as IND-CCA (in-
distinguishability against adaptive chosen-ciphertext attacks). that is to say that
our scheme’s security, which is under the semi-honest model, relies on the en-
cryption’s strength.

5 Conclusions

The main contribution of this paper is proposing a general framework for privacy
preserving association rules mining. For that the randomization methodologies
are not good enough to attain the high accuracy and protect clients’ information
from privacy breach and the malicious attack, we show that how association rules
mining can be done in this framework and prove that is secure enough to keep the
clients’ privacy. We also show that our protocols works with less communication
complexity and communication complexity compared to other related schemes.

In the future research, a common framework with more formal and reliable
for privacy preservation will enable next generation data mining technology to
make substantial advances in alleviating privacy concerns.
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Abstract. A dichotomy method is presented to perform on test-based fault lo-
calization. First the test information itself is optimized from three aspects: 
searching scope localization using slice technique, redundant test case removal, 
and test suite reduction with nearest series. Secondly, the diagnosis matrix is set 
up according to the optimized test information and each code is prioritized ac-
cordingly. Thirdly, dichotomy method is iteratively applied to an interactive 
process for seeking the bug: the searching scope is cut in two by the checkpoint 
cp, which is of the highest priority; If cp is wrong, the bug is found; else we will 
ignore the codes before/after it according to the result of cp. Finally, we conduct 
three studies with Siemens suite of 132 program mutants. Our method scores 
0.85 on average, which means we only need to check less than 15% of the pro-
gram before finding out a bug. 

Keywords: diagnosis matrix, dichotomy method, program slice, testing-based 
fault localization (TBFL), test suite optimization.  

1   Introduction 

To improve the quality of a program, we have to remove as many defects as possible 
in it without introducing new bugs at the same time. However, localizing a fault is a 
complex and time-consuming process. To reduce the cost on debugging, it is natural 
to locate a fault using information acquired from testing, which is referred as testing-
based fault localization (TBFL). In practice, TBFL has become a research focus in 
recent years. The richer the information coming from testing, the more precise the 
diagnosis may be. 

To reduce the human effort, many approaches have been proposed in recent years 
to automate fault localization based on the analysis of execution traces, such as 
①Dicing[1],[2], ②TARTANTULA[3],[4], ③Interactive approach[5],[6], ④Nearest 
Neighbor Queries approach[7], ⑤SAFL[8],[9], ⑥Control-flow based Difference 
Metric approach [10], and ⑦Incremental approach[11] etc. 

All approaches except ③ are automatic carried out to give a report of the most sus-
picious codes or the possibility of each code containing bug. While approach ③ is an 
interactive process, the information gathered from previous steps can be used to pro-
vide the ranking of suspicious statements for the current interaction step. 
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In approach ④ and ⑥, only one successful test case, most similar to the failed one, 
is selected out according to some metrics. Then the difference between these two 
execution traces will determine the report. In approach ① and ⑦, several successful 
traces will be picked up to prioritize the code. For each code, more times to appear in 
the successful slice, less impossible to contain any bug. In approach ②, ③ and⑤, an 
entire test suite is used to color the codes in the failed program, different color with 
different brightness stands for different possibility of containing bug.  

Most of the TBFL tools have focused on how to compare the successful and failing 
execution traces. However, TBFL technique has an obvious shortcoming. Its effec-
tiveness directly depends on the distribution of the test cases in the test suite. Thus 
how to maximize the utility of test information is above all the most important ques-
tion in TBFL. Approaches ① to ④ will be compared with ours in this paper. 

s1: read(a,b,c); 
s2: class:=scalene; 
s3: if a=b or b=c 
s4:    class:=isosceles; 
s5: if a=b and b=c 
s6:    class:=equilateral; 
s7: if a*a=b*b+c*c 
s8:     class:=right; 
s9: case class of 
s10:   right:        area:=b*c/2; 
s11:   equilateral: area:=a*2*sqrt(3)/4 
s12:   otherwise:    s:=(a+b+c)/2; 
s13:                   area:=sqrt(s*(s-a)(s-b)(s-c)); 
s14: write(class,area); 

Fig. 1. Example program P 

Table 1. Diagnosis matrix of program P 

 
t1 

(2,2,2) 
t2 

(4,4,3)
t3 

(5,4,3)
t4 

(6,5,4)
t5 

(3,3,3)
t6 

(4,3,3)
s1 1 1 1 1 1 1 
s2 1 1 1 1 1 1 
s3 1 1 1 1 1 1 
s4 1 1 0 0 1 1 
s5 1 1 1 1 1 1 
s6 1 0 0 0 1 0 
s7 1 1 1 1 1 1 
s8 0 0 1 0 0 0 
s9 1 1 1 1 1 1 

s10 0 0 1 0 0 0 
s11 1 0 0 0 1 0 
s12 0 1 0 1 0 1 
s13 0 0 0 0 0 0 
s14 1 1 1 1 1 1 
S/F 1 1 1 1 0 1 
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2   Preliminary Work 

Typically, the TBFL problem can be formalized as follows [5]:Given a program P 
under test, which is composed of a set of statements (denoted as P={s1,s2,…,sm}), and 
a test suite (denoted as T={t1,t2,…,tn}), the information acquired when running these 
test cases against P can be represented as a n*(m+1) Boolean execution matrix(called 
a diagnosis matrix in this paper), denoted as E=(eij) (1≤i≤m+1, 1≤j≤n), where 

i j 

ij j

1   s  s executed by test t  1 i m

1  test case t   is successful   ( m 1)

0

statement i

e i

≤ ≤⎧
⎪= = +⎨
⎪
⎩

（ ）

     (1) 

Thus, the TBFL problem can be viewed as the problem of calculating which state-
ments are most suspicious based on the diagnosis matrix. 

2.1   Sample Program 

Let’s have a sample program P in Fig. 1 and its diagnosis matrix in Table 1 to see 
how to use the test information; it will be further used to show how to prioritize the 
code and how to locate the bug in the following sections. Table 1 gives the test cases 
in T and its corresponding execution path. The program produces correct outputs on 
all test cases except t5, which is marked grey in Table 1. Because s11 uses the expres-
sion a*2 instead of a*a.  

2.2   Using Slice to Cross Out Irrespective Statements 

An execution slice with respect to a test case t is the set of code executed by t. If a 
statement is not executed under a test case, it cannot affect the program output for that 
test case. P’s CFG is shown on the left in Fig. 2 and t5’s execution slice is marked 
grey. Control didn’t reach the statements 8,10,12,13 during the execution of t5, we 
can be sure that the error could not be brought by those statements.  

 

Fig. 2. Program P’s DFD and CFG with respect to t5 
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A dynamic slice uses dynamic analysis to identify all and only the statements that 
contribute to the selected variables of interest on the particular anomalous execution 
trace. In this way, the dynamic slice technique prune away unrelated computation and 
the size of slice can be considerably reduced, thus allowing an easier location of the 
bugs [12]. P’s CFG is shown on the right in Fig. 2 and t5’s dynamic slice is marked 
grey, which can be obtained according to the dynamic control dependency and data 
dependency.Even statements 2,3,4,7 are executed but do not affect variable area. So 
the bug must exist in area’s dynamic slice with respect to t5.  

Let's use Swt to stand for the slice of a particular failed test case wt, maybe execu-
tion or dynamic. We only need to focus on the statements in Swt. 

2.3   Wrong and Right Test Suite 

Given such a failing run, fault localization often proceeds by comparing the failed run 
with successful run or runs. Because only one fault-revealing execution trace is con-
sidered in the manual fault localization process, then how to exploit multiple execu-
tion traces becomes the starting point of TBFL. Intuitively, the more test cases in test 
suite, the more accuracy of the TBFL report. But if several pieces of code in different 
places are executed by the same test cases (called indistinguishing statements), those 
codes will be given the same rank whatever approaches being taken. Experiments 
show more indistinguishing statements, less accurate diagnosis [8]. 

Let us use Req(t,wt) to stand for the common statements both executed by the test 
case t and wt. Bigger |Req(t,wt)| is, more codes in execution of t and wt are common, 
i.e, that means more "nearest" to wt [7].  

Req(t,wt)=St∩Swt (2) 

We will create two subsets of T: Right and Wrong. All failed test cases are allo-
cated to Wrong. Because all the failed test cases need fault localization, we only need 
to exclude the redundant successful test cases. Each successful test case will be allo-
cated to Right according to the following rules: 

1) If its execution is the same as anyone in Wrong, ignore it. 
2) If several successful test cases' executions are the same, only one will be in-

cluded in Right set. Thus test case t1, t6 will be ignored in diagnosis process. 
3) At last the test cases in Right will be ordered according to the number of 

|Req(t,wt)|, the maximum is the first, the minimum is the last. 

2.4   Test Suite Reduction Toward TBFL 

An accurate bug diagnosis requires maximizing the information coming from testing 
process for a precise cross-checking and fault localization. However, experiments 
have shown that redundant test cases may bias the distribution of the test suite and 
harm TBFL [8]. We propose to use test suite reduction techniques to remove some 
harmful redundancy to boost TBFL. 
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Suppose we aim at finding one faulty statement each time. As described in previ-
ous section, we only need to check the code in Swt. Given the initial diagnosis matrix 
E as input and the codes in Swt, reduce the test suite T to T':   

1) T'=Φ. 
2) The test cases are allocated to Right or Wrong according to section 2.3. 
3) Select the test case from Right in-sequence which means the nearest to wt into T' 

until all statements in Swt are covered.  
4) The test cases in Wrong must be existed in diagnosis process, so T'=T'+Wrong.  

3   Diagnosis Matrix Optimization  

Since some irrespective statements have been ruled out by slice technique and some 
harmful redundant test cases are got rid off from T, we need to build up a new diag-
nosis matrix E' aiding to rank the statements in Swt toward TBFL. The test cases in T' 
and the statements in Swt will only be evolved in E'.  

For example, if we take up the dynamic slice technique with t5, then we can obtain 
a new optimized diagnosis matrix as shown in the left of Table 2. 

Table 2. Optimized diagnosis matrix E' and Priority(si) of St5  

 optimized diagnosis matrix E'

 
t2 

(4,4,3) 
t3 

(5,4,3) 
t4 

(6,5,4)
t5 

(3,3,3)
%S %F Priority(si) 

s1 1 1 1 1 100% 100% 0.5 
s5 1 1 1 1 100% 100% 0.5 
s6 0 0 0 1 0 100% 1 
s9 1 1 1 1 100% 100% 0.5 

s11 0 0 0 1 0 100% 1 
s14 1 1 1 1 100% 100% 0.5 
S/F 1 1 1 0    

4   Dichotomy Method in TBFL 

Experimental results show that even the automatic TBFL report is efficient, the de-
veloper needs to examine up to 20% of the total statements for less than 60% of faults 
and examine more statements for other faults [3],[7],[10]. Therefore, current TBFL 
approaches still can hardly serve as an effective substitute of manual fault localiza-
tion. We focus on how to combine the merit of manual fault localization and TBFL. 
To achieve this, we proposed a Dichotomy Method in TBFL. 

4.1   Code Prioritization  

Let's use Nf to be the number of failed test cases and Nf (s) to be the number of test 
cases in Nf which execute the statement s. We use %Failed(s) to stand for the ratio of 
failed test cases that execute s, which means the error possibility of s.  
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100%
N

sN
Failed(s)

f

f ×
)(

＝％  (3) 

Similarly, let's use Ns, Ns(s), %Successful(s) to be the number of successful test 
cases, the number of test cases in Ns which execute the statement s and the ratio of 
successful test cases that execute s.  

100%
N

sN
(s)Successful

s

s ×)(
＝％  (4) 

Let's use Priority(s) stand for the possibility of statement s containing a bug. It can 
be obtained by combining the equation (3) and (4) as follows: 

(s)SuccessfulFailed(s)

Failed(s)
)Priority(s

＋％％

％
＝  (5) 

Diagnosis matrix E may be the initial one or the optimized one. If E is an opti-
mized one, only the statements in Swt are to be ranked with a priority. %Successful (s), 
%Failed(s) and Priority(s) of each code in St5 are listed in the right of Table 2.  

4.2   Dichotomizing Search Method in TBFL  

Any TBFL tool described above ranks the statement directly without optimizing the 
testing information and will be ceased to turn in a report with a list of code's priority. 
Then the code will be checked one by one from the highest priority to the least. While 
our TBFL tool is a semi-automatic, each time which statement is to be checked de-
pends on the checking result last time. The architecture of our dichotomizing search 
method toward TBFL is illustrated in Fig. 3.  

The whole process can be elaborated as follows: 

① Acquiring diagnosis matrix: Given the traces and results of each test case ob-
tained from testing process as input, it will output the diagnosis matrix E. 

② Acquiring slice of wt: We can preliminary conclude that the bug exists in Swt. 
Suppose we aim at one default at a time. If use execution slice technique, no other 
resource needed and the trace of wt is Swt.; If use dynamic slice, the dynamic slice Swt 
will be acquired with the help of slicing tools.  

③ Acquiring Right and Wrong: Allocating each test case in the initial test suite T 
to Right and Wrong individually according to the rules elaborated in section 2.3. 

④ Test suite reduction: We use the greedy algorithm to select out nearest test 
cases from T to T' as described in section 2.4. 

⑤ Acquiring optimized diagnosis matrix: After some redundant information cross 
out from testing process, a new diagnosis matrix is required to rank the code in Swt.  

⑥ Prioritizing code: Given an initial or optimized diagnosis matrix E as input, 
each code in E will be evaluated with a priority according to section 4.1. Then a re-
port will be turned in with the ranked code list. We let a=0, b=|E|. The index a, b are 
used to present the searching range. The bug must exist in the statements between a 
and b.  

⑦ Setting the checkpoint cp: Looking up the report, find a statement with maxi-
mum Priority(cp) from a to b and make it a checkpoint cp. We use pred(cp) and 
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succ(cp) to stand for the variables before and after cp separately. We are sure that cp 
is the most possible of containing fault. The variables accessed by the checkpoint cp 
are examined carefully. If there are several statements ranked with the same highest 
priority, then we pick the last one as checkpoint. Because we think the code in the 
earlier has been checked more times, it is less to be faulty. Variable k is used to count 
the iteration times, which means how many statements have been examined before the 
bug found. In table 2, s6 and s14 are ranked the same, so s14 is first set as cp. And it 
is faulty, the algorithm terminates. 

⑧Dichotomizing the searching range: The different conditions are to be analyzed: 
1)If these values are already incorrect before executing cp, i.e. pred(cp) is error, we 
can assume that there should be a faulty statement before cp. Thus the codes after cp 
are innocent to the bug, b=cp-1; 2) If both pred(cp) and succ(cp) are correct, we 
would assume that no faulty statement has been executed yet, a=cp+1.  3) If pred(cp) 
is correct and succ(cp) is incorrect, we may determine that the statement cp is a faulty 
one, thus the algorithm terminates and the bug is found. Otherwise go to ⑦ for next 
iteration. 

Acquiring 
diagnosis matrix E

traces

E

Acquiring 
Slice of wtwt

Swt 

Acquiring Right
and Wrong

Test suite redection 

Right,
Wrong

T

Acquiring optimized E E

k=k+1;
cp is the statement with highest priority in  report from a to b ;

Check the variables in succ(cp) , pred(cp) 

Prioritizing the code in E
 k=0,a=0,b=|E|

1)pred(cp) is wrong 
2)pred(cp) and succ(cp) are right

3) pred(cp) is right and succ(cp)is wrong
a=cp+1

 cp contains the bug,stop

b=cp-1

Report

 

Fig. 3.  Architecture of dichotomy method in TBFL 

From the beginning, we have supposed to find out one bug a time. We can use the 
dichotomy method to gradually narrow down the searching range. Steps ② to ④ are 
marked within dashed rectangle in Fig.3. Those steps aim to maximize the utility of 
testing information and to give an accurate report. Steps ⑥ to ⑧ are used to dichoto-
mize the searching range. Using the statement with highest rank (i.e. cp) to split the 
suspect range in two, we look into the variables accessed by cp to see whether abnor-
mal occurs. Thus the next binary search range is determined.  
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5   Experiment  

To investigate the effectiveness of our dichotomy method in finding out the faulty 
statements, we have designed a number of studies together with Approach ① to ④. 
Among them, ①,②and ④ are automatic and end with a report of ranking list, while 
③and ours are semi-automatic to continue with the report for further localization. To 
investigate the effectiveness of our technique and guide our future work, we consid-
ered three questions: (1)How many checkpoints have been set before finding out the 
faulty code with different slice technique? (2)Does diagnosis matrix optimization 
really work? How does the quality of test suite itself influence the effect of TBFL 
tool? (3)Does our method really overwhelm others in quality? 

5.1   Programs Under Test 

The target programs used in our experiment are the Siemens programs, which were 
first collected and used by Hutchins et al. [13] and were also used in [5],[7],[10]. 

The Siemens programs consist of 132 versions of seven programs in C with in-
jected faults, as shown in Table 3. The last four columns show LOC (lines of code), 
the number of test cases in T and failed test cases in Wrong, the number of faulty 
versions, respectively. Each faulty version has exactly one injected fault. Some of the 
faults are code omissions; some are stricter or looser conditions in the statements; 
some focus on the type faults of variables, and so on. For each program, its initial test 
suite T is first created by the black-box test suite and then more test cases are manu-
ally added in to ensure that each executable statement, edge, and definition-use pair in 
the is covered by at least 30 different test cases. In our experiment, we use the initial 
test suite T of each Siemens programs to execute all faulty versions. For each faulty 
version, record the corresponding execution matrix E.  

Table 3. Relative data of the experimental program  

Program Descption LOC |T| |Wrong| NoV 
Replace Pattern replacement 516 5,542 3–309 32 
Printtokens Lexical analyzer 402 4,130 6–186 7 
Printtokens2 Lexical analyzer 483 4,115 33–518 20 
Schedule1 Priority scheduler 299 2,650 7–293 9 
Schedule2 Priority scheduler 297 2,710 2–65 10 
Tot_info Information measure 346 1,052 3–251 23 
Tcas Altitude separation4 138 1,608 1–131 41 

5.2   Evaluation Framework 

Because the faulty statement is injected manually, we can know where it is before 
hand. Thus from the report, we can directly know how many codes will be examined 
or how many checkpoints will be set before the bug has been found. 

To evaluate the performance of these different TBFL tools, we need a quantitative 
measure of a fault localizer's report quality. Formally, given a report of a mutant, that 
is, a list of program features the localizer indicates as possible locations of the bug, 
we want to compute and assign a score to it. We adapt the evaluation technique that 
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was originally proposed by Renieris and Reiss [7] and later adopted in [5], [10]. For 
each fault, this measure defines a score that indicates how much portion of code does 
not need to be examined for finding its location. For example, for a faulty program 
consisting of 100 statements, if we need to examine 5 statements before we find the 
faulty one, the score is 0.95.  

We use Score(wt) to stand for the effectiveness of a method with respect to wt 
when checking the bug in a given version. Using all mutants of a program, the aver-
age diagnosis accuracy is computed, it estimates the quality of the diagnosis method. 
Thus the score of a method for P is the average of scores of all versions, which can be 
calculated by equation (6). 

|NoV|

Score(wt)
Score(P) ∑

＝

 (6) 

5.3   Study 1: Execution Slice vs. Dynamic Slice 

We conduct the experiment in this study with the initial test suite, aiming at compar-
ing the effectiveness of slice technique in finding the bug. 

First Steps ②,③,④,⑤ are ignored, we only use dichotomy method to seek the bug 
in the whole program from initial diagnosis matrix. The score's distribution of the 
report is listed in Table 4 column Program(T). And then step ② is added, execution 
slice and dynamic slice are applied on wt individually and the codes in Swt only need 
be examined for each version. The results are shown in last two columns of Table 4. 

Table 4 compares the distribution of scores with non-slice, execution slice and dy-
namic slice over the percentage of total versions. We found that slice technique really 
does work in comparing with non-slice and dynamic slice technique do performs 
better than execution one. When examining less than 20% statements of the program, 
only 62.12% fault can be found with non-slice technique, while 77.27% faults with 
execution slice, and 84.09% with dynamic slice.  

For a given failed test case wt in relation to one version, there maybe more than 
one failed test case at the same time. The codes in P but out of Swt can also be exe-
cuted by other failed test cases, thus can be ranked with a higher priority, which may 
mislead the diagnosis when the searching range is not limited to Swt. So first to local 
the searching range in Swt is very essential.   

Table 4. Versions(% ) of average Score distribution 

Score Program(T) Execution(T) Dynamic (T)
0-0.1 3.03 2.27 2.27 

0.1-0.2 9.09 1.52 1.52 
0.2-0.3 1.52 0.00 0.00 
0.3-0.4 1.52 0.00 0.00 
0.4-0.5 0.76 0.00 0.00 
0.5-0.6 4.55 0.76 0.76 
0.6-0.7 6.06 5.30 3.79 
0.7-0.8 11.36 12.88 7.58 
0.8-0.9 19.70 25.00 28.79 
0.9-1.0 42.42 52.27 55.30 
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5.4   Study 2: T vs. T' 

The second set of studies evaluates the effectiveness of diagnosis optimization. From 
steps ③ to ⑤, we have tried to get rid of the harmful information and furthest utilize 
the information from testing process. In this study, we try to estimate how those steps 
contribute to the scores of our dichotomy method. Based on study 1, steps ③ to ⑤ are 
added in to acquire T' of each version. When optimizing the diagnosis matrix in step 
⑤, we adopt the execution and dynamic slice separately. 
 

 

Fig. 4. Effectiveness of test suite reduction in dichotomy method 

Thus the score of each version can be calculated with optimized E' and its distribution 
is shown in Fig. 4(a), where execution and dynamic slice technique is in comparison. 
With either slice technique, more than 50% bugs can be found in less than 10% of the 
program and more than 80% bugs can be found in less than 20% of the program.  

Combine with the result in study 1, the scores of dichotomy method regarding T 
and T' can be acquired respectively, which are illustrated in Fig.4(b). The test suite 
optimization really works, which promote about 4% diagnosis accuracy.  

5.5   Study 3: Dichotomy Method vs. Other TBFL Tool 

The third set of studies compares the accuracy of our method with other methods. As 
acquiring dynamic slice needs more resources and the execution trace has already 
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existed and also be used in other TBFL tools, to be fair, we will take the execution 
slice of wt for contrast.  

The scores of Approach ① to ④ can be obtained from reference [5],[7],[10]. Then 
the effectiveness of these 5 TBFL tools is illustrated in Fig. 5. The score of our 
method outperforms the others at least by 30%. 

We have also found that there exist some bugs which would be located nearly 
whole program having been examined, whatever approach adopted. 

6   Conclusion and Future Work 

In this paper, we present the details of our dichotomy method in TBFL. First we limit 
the searching scope to the failed slice Swt. Second we optimize the initial test suite to 
exclude some redundant and harmful test cases. Third the diagnosis matrix is accord-
ingly optimized to rule out the useless information from the testing process. And each 
code in Swt will be evaluated with a priority of containing a fault based on diagnosis 
matrix. At last, we extend the TBFL tool to use an interactive process to decide next 
searching scope based on the information gathered from the previous interaction step. 
In each iteration, dichotomy method is applied to decrease the searching scope: Look-
ing into the diagnosis matrix, select out a statement with highest priority as check-
point cp within the searching scope, and inspect the variables before and after cp 
carefully. If the variables before cp is right and after cp is wrong, then cp is the faulty 
code, algorithm terminates; If the variables before cp is wrong, then checking scope 
will be set before cp; If the variables before and after cp both are right, then checking 
scope will be set after cp. 

Based on the results of three studies that evaluate the effectiveness of dichotomy 
method, we find that each step in our technique does contribute to helping locate 
suspicious statements and our technique does outperform the others at least by 30% in 
score. 

The studies also suggest some directions for our future work: (1) what kind of fault 
is always with a low score nearly to 0? (2) When several faults are injected to a ver-
sion at the same time, could our method preserve to be superior to others? 
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Abstract. In data stream mining many algorithms are based on fixed
size sliding windows to cope with the aging of data. This despite of some
flaws of fixed size windows. Namely, it is difficult to set the size of the
window and there does not exist an optimal window size due to differ-
ent types of changes in the underlying distribution of the data stream.
Because of these reasons the algorithm performance degrades. We pro-
pose some initial steps toward efficiently equipping sliding window al-
gorithms with flexible windowing. This is done by the efficient mainte-
nance of a statistic called, the maximum normalized mean. This statistic
is maximized over all time windows and thus uses flexible windowing.
We show that several algorithms can be restated such that it uses the
maximum normalized mean as a building block. The usefulness of the
normalized mean in the context of these algorithms is shown by means of
experiments.

1 Introduction

In the last decade there has been a large increase of data, of which examples are
internet/intranet data, network traffic, etc.. This large increase in the amount
of data resulted in the understanding of the need for and consequently the de-
velopment of new algorithms, frameworks and methodologies to cope with new
problems arising due to the high speed and volume of the data. With the increase
of the importance of data streams and consequently the analysis of streams a
new sub domain in data mining, called data stream mining was born.

Analysis of streams is different from the analysis of static data sets. First of
all, the computational and space requirements are more demanding due to the
continuous flow of data. Secondly, the relevance of the data is variable over time
caused by changes in the underlying data generating process.

An overview of the research performed on the data streams can be found in [1]
[2]. Examples of developed algorithms are: approximate calculation of statistics,
sampling, model updating in the context concept drift, data stream querying,
etc..

In data stream mining many algorithms are based on fixed size sliding windows
to cope with the aging of data. A sliding window is a buffer of a fixed capacity.

C. Tang et al. (Eds.): ADMA 2008, LNAI 5139, pp. 194–206, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Incoming data points are added to the buffer for which the oldest data points
are removed. A clear flaw is that no any-time optimal window exists due to
different types of changes in the data, and consequently the system performance
is sub-optimal.

In this paper we propose an algorithm for the maintenance of a statistic, which
we call the maximum normalized mean. This statistic is the mean, normalized
by the number points used in its estimation, maximized over the n most recent
data points in the stream. The flexible windowing is due to the maximization
over all time windows reaching the most recent data point xc.

To incorporate information about the uncertainty in the estimation of the
mean, the mean is multiplied by a normalization function, which is only depen-
dent on the number of data points in the window.

In classical hypothesis testing, statistics are often rescaled by the number of
data points used in the estimation of the statistic. For example the Kolmogorov
statistic D, in the two sample context, is rescaled by

√
na

n+a , where n is the length
of the window and a is a constant. Note that the maximum normalized mean
can also be maintained over a transformed stream g(xn), . . . , g(xc) by function
g. Consequently the maintenance of the maximum normalized mean can be used
as a building block by different data stream algorithms.

Applications appearing in the literature using instantiations of the maximum
normalized mean are [3][4]. In [4] an algorithm is proposed to find frequent item
sets over a data stream. The authors advocate that the maximum mean is a bet-
ter translation of the term frequent than frequency estimates based on a sliding
window or an exponentially weighting scheme. In the paper [3] the maximum
normalized mean is used in a change detection algorithm. The maximum nor-
malized mean is used to approximate the Kolmogorov-Smirnov (KS) two sample
test, which is maximized over the time. To obtain the z-value the KS statistic is
normalized by

√
na

n+a . In the standard application of the KS test the constants
n and a refer to sample sizes.

Our contribution is that we show that the maximum normalized mean, for a
general normalization function, can be maintained efficiently with respect to time
and space. Furthermore we show that the already mentioned applications can
be embedded within this framework. As a consequence, the result in the paper
[3] is improved. Namely in the paper it is assumed that a >> n, a constraint on
the sizes of the samples, which can be an unreasonable assumption.

Essentially the maintenance algorithm is the same as in [3], however it is
proved for a more general normalization function, which makes the assumption,
a >> n, unnecessary. Furthermore we give another example of the embedding of
a two sample test in our framework. This two sample test is the Mann-Whitney
two sample test. The validity of our approach is proved theoretically. Whereas
the efficiency of the method is shown empirically.

In the following section we discuss first the related work, then we address
the algorithm to maintain the maximum normalized mean. Hereafter we give a
theoretical proof of the correctness of the algorithm. Then we demonstrate the
embedding of the two change detection algorithms and the frequent item set
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algorithm. The usefulness of the change detection algorithms is shown by means
of experiments.

2 Related Work

Maintenance of statistics. In this section we summarize important work in
the area of change detection and the maintenance of statistics. The importance
of these two topics with respect to this paper is evident. Namely, change detec-
tion is one of the applications which can benefit from the use of the maximum
normalized mean. Work on the maintenance of the statistics is important be-
cause perhaps it offers possibilities to further improve upon the efficiency of our
maintenance method.

There is a lot of research performed on the maintenance of statistics over data
streams. The research covers mainly general efficient approximate maintenance
methods, efficient maintenance of particular statistics and maintenance methods
of statistics in the context of decreasing data relevance over time.

Examples of efficient general approximate maintenance methods are sampling
[5], smart data structures [6] and random sketches [7]. Work on the efficient
maintenance of particular statistics are on the variance, norms, entropy, k-means
clusters, etc.. Furthermore, methods differ in calculations over the whole stream
or over a sliding window [6]. All methods are approximate methods with prob-
abilistic guarantees on the accuracy of the estimation. See for an overview of
these methods [2] and [8].
Change detection. Early work in the domain of statistics is the work [9]
and [10] on the CUSUM algorithm and the sequential probability ratio test.
Both methods are statistical in nature using probability distributions to detect
changes. A possible disadvantage of these methods could be the difficulty of
finding the appropriate family of distribution as well estimating accurately the
parameters of this distribution. For an instructive overview on statistical change
detection of abrupt changes, see [11].

In [12] the author proposes a change detection framework based on the martin-
gale framework. Their approach is claimed to be an efficient one-pass incremental
algorithm, like most data stream algorithms. The algorithm does not require a
sliding window on the data stream, and works also for high dimensional and
multi-class data streams. In the paper, martingales are used to test exchange-
ability. Exchangeability means that the data is invariant under permutations.
Whenever the exchangeability property is violated it likely that a change has
occurred. In practice the framework can be used after transforming the data
stream to a stream, where the independence assumption holds.

A sketch based detection algorithm is proposed in [13], for the purpose of the
detection of attacks and failures in network traffic. Sketches are data structures
for efficiently compressing the data. Change is detected by monitoring the errors
of forecast models build upon these sketches.

The sequential hypothesis testing method [10] is adopted in [14] for the prob-
lem of change detection in which the independence assumption is violated. This
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results in time and space efficient algorithms. The method is not dependent on
window assumptions and has shorter delays than window-based solutions.

In [4] an algorithm is proposed for the estimation of frequent item sets. One of
the key points of the paper is the translation of what is ‘frequent’. The authors
are of the opinion the mean frequency maximized over the most recent points
is a better translation of ‘frequent’ than the frequency estimate over a sliding
window or based upon an exponential weighting scheme. This paper is relevant
to this paper because it can be formulated such that the frequency estimation
is equal to the maintenance of the maximum normalized mean, for which the
normalization function is a constant function.

In [15] a change detection framework is proposed, for the environment of data
streams, based upon non-parametric two sample tests. A fixed reference sample
is successively compared with the last ‘received’ n data points, also called a
sliding window of size n. When a new data point ‘flows’ in it is added to the
window for which the oldest data point is removed.

Non-parametric two sample tests are used two detect significant deviation
in the stream. Several statistical tests are proposed and compared, based upon
Kolmogorov-Smirnov, Relativized Discrepancy and the Mann-Whitney two sam-
ple test. I should be noted that in the paper the authors also show that KS-
statistic can be maintained efficiently using balanced trees with a time complex-
ity per data point of log(a + n). The constants a and n are the sizes of the
reference fixed sample and the sliding window. In the context of this paper this
is important work, because essentially this framework is the basis of one of the
applications of the maintenance of the maximum normalized mean.

The above described framework is extended in [3], by two sample testing in
a data stream environment using a variable window instead of a fixed sliding
window. In the paper this is done for the case of the Kolmogorov-Smirnov two
sample test, in which the KS statistic is approximated. Empirically is shown
that this can be done efficiently in space and time. This paper is important to
the current paper because of two reasons. Firstly, like in [3] it is an application
of the maintenance of the maximum normalized mean. Secondly, essentially the
algorithm for maintenance of the maximum normalized mean is equivalent to the
algorithm described in [3]. As a consequence the results on the time and space
efficiency of the maintenance of the maximum normalized mean are already
investigated in [3].

3 Problem Formulation

Let us define a data stream s as a possibly infinite sequence (xd
0, . . . , x

d
i , . . .)

of data points xi’s from some domain Dd. In this paper, when we refer to the
data stream, it is 1-dimensional and from the real domain. the data ‘flows’ in,
at different rate and possibly indefinitely. We refer to x0 and xc as the starting
point the last data point ‘received’.

One of the objectives of this paper is to propose an efficient algorithm for
the maintenance of the maximum normalized mean. The maximum normalized
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mean is the mean which is normalized, only dependent on the number of data
points, and maximized over all time windows.

The maximum normalized mean, at time c, is defined by:

MNM = max
n

f(n) · µn, µn =
1

c− n

c∑
i=(c−n)

xi,

where f(n) is a normalization function independent of data, only dependent on
the number of data points used in estimating the mean µn. The indices n,c are
time indices of which c is the last ‘received’ data point.

Data streams are often associated with high data rates. At rates such that
storage is impossible and efficient time and space algorithms have to be devel-
oped. Consequently, our second objective is to show that the proposed method
is time and space efficient.

The motivation of the multiplication of the mean with a normalization func-
tion is to express uncertainty. this is evidently important in comparing statistics
estimated on different sized windows. An example of the use of the normaliza-
tion function are weighting functions in distance functions and statistics used in
hypothesis testing.

An important reason of the usefulness of the statistic is the re-usability of the
maintenance algorithm in different data stream mining algorithms. For example
[4], in which the statistic is used in the maintenance of frequent items and sets.
The authors advocate that the maximum mean statistic is a better translation
of what is ‘frequent’.

In the paper an item I is frequent when

max
n

f̂I(x(c−n),...,xc
),

where f̂ is the observed relative frequency of item I over the last n points, and s
an user defined support threshold. Clearly the function f̂I is equivalent to f · µ,
where f is a constant function and µ the relative frequency of item I.

Another example application is change detection [3]. The paper extends the
framework in which change is detected using two buffers, called reference buffer,
and a sliding window buffer of the n most recent points. The reference buffer is
filled with data and remains fixed until change is detected. After the detection
of change the procedure is restarted. A ‘distance’ function is used to express
the ‘distance’ between the buffers. Whenever the ‘distance’ is larger than a user
defined threshold an alarm is signaled. In the paper [15] the ‘distance’ function
is a two sample test. Using a fixed window size algorithm is not optimal. A fixed
window leads to either detection delay or loss of detection power compared to
the optimal window size. The optimal window is approximated by maximizing
the ‘distance’ over the time window.

The formulation of change detection can be restated as:

S = max
n

d(Rref , W c
c−n),
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An alarm is signaled when S > t, where t is an user defined threshold, R is the
reference set, d a ‘distance’ function, and window W equals ∪c

i=(c−n)xi. Clearly,
the formulation of change detection can be restated as the maintenance of the
maximum normalized mean, when the distance function can be decomposed
into a product of a normalization function and the mean over the time window.
Furthermore the normalization function is constraint to the class of continu-
ous monotonically increasing concave functions. An example of a normalization
function is f(n) =

√
n.

4 Maintenance Algorithm

As mentioned earlier the maintenance algorithm of our statistic is equivalent to
the algorithm described in [3]. the only difference is that in this paper it is proved
that the maintenance algorithm can be used in case of a more general normaliza-
tion function, instead of f(n) =

√
n. A consequence of using the same maintenance

algorithm is that the efficiency results, obtained in [3], holds also for our case.
For a better understanding we summarize the results of the paper. The mainte-

nance algorithm works as follows: statistics are stored for every incoming point
in a buffer B. These statistics are the cumulative sum

∑n
i=0 xi over the data

points seen so far and the time index n. From these statistics, for every point
in B we can calculate µm and fn and thus MNM. We obtain the maximum by
calculating MNM for every point in B and selecting the maximum.

For a certain point pm in B under certain conditions it holds that MNMp

is always smaller than MNMi for another point i in B, independent of the
further development of the stream. Consequently it is not necessary to maintain
point p in the buffer. These conditions are: µnm < 0 and µnm > µmk for which
n > m > k. In both cases we can remove point pm. These conditions are used
to formulate pruning rules and validity is proved in the following section.

By the possibility of keeping the buffer small we obtain an efficient algorithm.
It is empirically shown [3] that the pruning rules can be efficiently applied (c <<
|B|) on a buffer with a ‘maximum’ observed size of ≈ 20. This result is also
observed in [4]. In the paper [4] a worst space scenario is given by means of
sorted Farey sequences. However in practice this is never observed.

4.1 Proof

Before we enter technicalities we fix the notation. The statistic dn = f(n) 1
n

∑c
i xi,

is the normalized mean at the n-th point back in time. In the following section we
assume n > m > k, thus xn is a point in time earlier received than xk. The data
point xc is the last received data point. The value fn is the normalization function
applied to n, thus f(n). The mean µnm is equal to 1

n−m

∑m
n+1 xi.

In this section we proof the following two statements:

1. (µnm < 0) ∧ (n > m) → (dn > dm)
2. (µnm > µmk) ∧ (n > m > k) → (dn > dm) ∨ (dk > dm)
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Proof of 1. Let us assume µnm < 0 and n > m. Note that dnf = σn

∑f
n xi

and dmf = σm

∑f
m xi, where σi = f(i)

i for a arbitrary data point f , f < m < n.
By the definition of µnm and the fact that µnm < 0 we obtain

∑f
n xi <

∑f
m xi.

From the concavity of f it holds that σn < σm. We conclude (µnm < 0) ∧ (n >

m) → (dn < dm), because (dn < dm) ≡ σn

∑f
n xi < σm

∑f
m xi where σn < σm

and
∑f

n xi <
∑f

m xi.

Proof of 2. Statement 2 is proved by deriving contradiction from the negation
of statement 2. By negating statement 2, we obtain µnm > µmk∧dm > dn∧dm >
dk ∧ n > m > k. From dm > dn and dm > dk we derive constraints on µmf for
an arbitrary point f , for which f < k < m < n. By combining the constraints,
µnm > µmk and the concavity and monotonicity of f we derive a contradiction.

Consequences of dm > dn. By definition, dn < dm ≡ fnµnf < fmµmf , where
µnf = αµnm + (1− α)µmf and (1− α) = m

n . From this we obtain: (dm > dn) ≡
fn(αµnm +(1−α)µmf ) < fmµmf . After some simple rewriting and substitution
of α by m

n we obtain conditions on µmf : (dm > dn) ≡ µnm

n
m−1

fm
fn

n
m−1

< µmf .

Consequences of dm > dk. By similar reasoning we can derive conditions on
µmf from (dm > dk). We obtain (dm > dk) ≡ µmk

1− k
m

1− fm
fk

k
m

> µmf .

Combining results. From the consequences we obtained: (dm > dn) ≡
µnm

n
m−1

fm
fn

n
m−1

< µmf and (dm > dk) ≡ µmk
1− k

m

1− fm
fk

k
m

> µmf . From the conditions

on µmf and dm > dn ∧ dm > dk it follows that µnm

n
m−1

fm
fn

n
m−1

< µmk
1− k

m

1− fm
fk

k
m

. Now

we derive contradiction using µnm > µmk and show that
n
m−1

fm
fn

n
m−1

>
1− k

m

1− fm
fk

k
m

. By

some simple rewriting:

n
m − 1

fm

fn

n
m − 1

>
1− m

k

1− fm

fk

k
m

=
n−m
n
fn
− m

fm

>
m− k
m
fm
− k

fk

=
1

σm
− 1

σk

m− k
>

1
σn
− 1

σm

n−m

Because f is a monotonically increasing and concave function we have fn >
fm > fk and σn < σm < σk and 1

σn
> 1

σm
> 1

σk
.

By this,

n−m
n
fn
− m

fm

>
m− k
m
fm
− k

fk

=
1

σm
− 1

σk

m− k
>

1
σn
− 1

σm

n−m
=

gm − gk

m− k
<

gn − gm

n−m
,

where gi = 1
σi

and g is a monotonically increasing concave function. The fractions
gm−gk

m−k and gn−gm

n−m are gradients ∆mk, ∆nm over intervals n, m and m, k. We
obtain:

gm − gk

m− k
<

gn − gm

n−m
= ∆mk > ∆nm = f ′

mk > f ′
nm

By the continuity of g and the application of the mean value theorem there
exist points i, j for which n < i < m and m < j < k such that f ′(i) = ∆nm
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and g′(j) = ∆mk. Then by the concavity and monotonicity: f ′
mk > f ′

nm. From

this it follows that 1−m
n

fm
fn

n
m−1

>
1− k

m

1− fm
fk

k
m

. Concluding, we showed that 1−m
n

fm
fn

n
m−1

>

1− k
m

1− fm
fk

k
m

and µnm > µmk follows from negating statement 2. From this follows:

F : µnm
1−m

n
fm
fn

n
m−1

> µmk
1− k

m

1− fm
fk

k
m

. A consequence of dm > dk and dm > dn is

µnm
1−m

n
fm
fn

n
m−1

< µmk
1− k

m

1− fm
fk

k
m

which contradicts F and proofs statement 2.

5 Example Applications of the MNM Statistic

In this section we show how two change detection algorithms and an algorithm for
the maintenance of frequent item sets can be transformed into the maintenance
of the MNM statistic. Furthermore effectiveness is investigated.

5.1 Example 1: Kolmogorov-Smirnov Two Sample Test

The Kolmogorov-Smirnov (KS) two sample non-parametric test, tests whether
two samples are drawn from the same continuous distribution, and is independent
of distribution. The KS-statistic is a function of the cumulative distribution
of two samples. The maximum distance between the cumulative distribution
functions of these two samples defines the KS D statistic.

The D statistic is normalized by the sizes of the two samples and transformed
into a p-value using an asymptotic distribution. The test determines whether we
can reject the hypothesis that the two samples are from the same distribution
by comparison of the p-value with a user defined critical value.

In the context of data streams the test is used to compare two samples, namely
a reference set, ref , and a sliding window, w. Every time a data point flows in,
the sliding window is changed and the test is performed on the two samples
to detect possible change in the underlying data distribution. When change is
detected the reference set is refilled and the process is repeated.

The Kolmogorov statistic D is defined by:

D = max
x
| ecdfref (x)− ecdfn(x) |, x ε (Sref

⋃
Sw),

where x is element of the union of the reference set and the sliding window
w. The empirical cumulative distribution function of a sample s is defined by:
ecdf(x) = 1

|s|
∑|s|

i=1 δ(xi ≤ x), where δ is the indicator function. The KS-statistic
is normalized by a factor dependent on sizes |ref | and |w|. In the case of a fixed
window this factor is a constant and does not change the point of the maximum.
However in the context of our flexible windowing, we want to maximize the
normalized KS-statistic over all time windows and this complicates matters.

Dnorm =

√
|ref ||w|

(|ref |+ |w|)D,
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Note that in this context |ref | is a constant and w variable.
We are interested in the n− th most recent point that maximizes the normal-

ized KS. The maximum is called F.

F = maxw KSnorm (1)

≈ maxq maxw

√
|ref ||w|

(|ref |+|w|) | ecdfref(q)− ecdfw(q) |, q ε Q (2)

We approximate the KS statistic by restricting the maximization of D over
a subset Q. When Q equals (ref ∪ w) the maxq | ecdfref(q) − ecdfw(q) | equals
the original D-statistic. Of course the larger Q the better the approximation. By
fixing the set Q the functions ecdfref and ecdfw are fixed. To maintain the F
statistic we maintain two buffers for every qεQ. One buffer for the maximization
of a positive and one for a negative deviation. To calculated F we maximize
for every q, the term 2 and maximize over all these maxima. Note that for the
maximization of term 2 the term c := ecdfref(q) is a constant, αq. Furthermore
the ecdfw at point q equals 1

|w|
∑|w|

i=1 δ(xi ≤ q). Then F can be reduced to:

F ≈ max
q

max
w

fwµw,

where

fw =

√
|ref ||w|

(|ref |+ |w|) , µw =
1
|w|

|w|∑
i=1

|αq − δ(xi ≤ q)|

As can be seen the F statistic uses the maximum normalized mean as a
building block. To maintain F we maintain buffers for every q two buffer. Two
buffers are used for every q to eliminate the abs function in |αq − δ(xi ≤ q)|.

Power Investigation 1. In this section we investigate the power of the approx-
imation of the KS-statistic, by fixing the subset Q. The power of approximation
is investigated by simulation of synthetic data and compared to the original KS-
test, under different magnitude jumps in the mean and variation, the resolution
of the approximation, thus the size of Q, and the size of the reference set.

Certainly, there are distributions constituting for the alternative hypothesis,
for which the KS-test approaches 100% detections and the approximate KS-
test 0%. This alternative distribution is created by a local deviation in density
between two q-values. However this is no problem because of two reasons. Firstly,
with a sufficient number of q-values the probability that the local deviation is
exactly between two q-values goes to zero. Secondly, we are maybe not interested
in very small local deviations.

The objective of the experiments is to give insight into the loss caused by
the approximation. We experimented with jumps in the mean and variance of a
normal distribution. Furthermore we investigated the power as a function of the
resolution of the approximation and the size of the reference set. The q-values are
selected using the equal probability principle based on the empirical distribution
of the reference set. The false positive rate is set to 0.01.
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Fig. 1. Power analysis of the standard two sample KS-test and the approximate KS-
test. In the top left corner the detection power is measured as a function of the mag-
nitude of a jump in the mean of the standard normal distribution, H0 = N(0, 1),
H1 = N(0 +∆µ, 1). In the top right figure is shown the power as a function of a jump
in the variance of the standard normal distribution, H0 = N(0, 1), H1 = N(0, 1+∆σ).
In the left bottom corner the power is shown as a function of the resolution of the
q-values, H0 = N(0, 1), H1 = N(0.5, 3). In the right bottom figure is shown the power
as a function of the size of the reference window, H0 = N(0, 1), H1 = N(.5, 2).

The results of the experiments are shown in figure 1. The approximation in
top figures are based on 10 q-values. The left upper figure shows the power as
a function of a jump in the mean. Clearly for a approximation of 10 q-values
the power of the approximate KS-test and the standard KS-test is minimal. The
bottom figures show in a increase in the power as a function of the number of
q-values and the size of the reference set.

Power Investigation 2. In this section we give an example of the improvement
obtained by maximizing the normalized KS statistic instead of using a fixed size
sliding window. We compare the performance of the maximum normalized KS
to sliding windows of fixed size. The number of q-values was 10, selected using
equal frequency principle on the reference set of 100.

A data stream of size 200 is generated from of which the first half is generated
from a standard normal distribution N(0, 1) and the second half by an alternate
normal distribution N(0.25, 1). The performance is measured by means of the
false alarm rate, detection rate and the mean detection delay. In Table 1 is shown
the false alarm rate per 100 data points as a function of the detection rate and
the delay as a function of the false alarm rate for different change detection
algorithms.

On the left top figure the detection power is approximately equal for all meth-
ods for all false alarm rates. On the right top figure we observe a shorter mean
delay for the maximum normalized KS-test. The maximum normalized KS re-
sults in the lowest delay for all false alarm rates.
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5.2 Example 2: Mann-Whitney Ranksum Two Sample Test

The Mann-Whitney ranksum statistic U is defined by,

U =

∑
xjεw

∑
xiεref δ(xi < xj)− µ

σ
,

where
µ = |ref ||w|/2, σ =

√
|ref ||w| · (|ref |+ |w|+ 1)/12

The normalized U statistic can be rewritten in following way:

U =

∑
xεw

∑
yεref δ(y < x)− |ref |·|w|

2√
|ref ||w|(|ref | + |w|+ 1)/12

=

= fw · µ, f =

√
|ref ||w|

(|ref |+ |w|+ 1)/12)
, µ =

1
|w|
∑
|xεw|

{αx − 0.5}

We have rewritten the U statistic as the normalized mean. Maximization
of the U statistic over the time window is performed by maximization over
the normalized mean, what our framework supports. We maintain two buffers
for positive and negative deviation and maximize over the maximum ‘distance’
calculated over these buffers.

Power Investigation. The improvement of using thenormalizedMann-Whitney
statistic is shown in a same way as for the approximate KS-test. The maximized
normalized Mann-Whitney is compared to sliding window algorithms. A data
stream of size 200 is generated from of which the first half is generated from a
standard normal distribution N(0, 1) and the second half by an alternate normal
distribution N(0.25, 1). The performance is measured by means of the false alarm
rate, detection rate and the mean detection delay. In Table 1 is shown the false
alarm rate per 100 data points as a function of the detection rate and the delay as
a function of the false alarm rate for different change detection algorithms.

On the left bottom figure the detection power is largest for the maximum
normalized Mann-Whitney for all false alarm rates. The magnitude of the im-
provement is dependent on the choice of the expected false alarm and detection
rate. A false alarm rate of 0.2 means a probability of 0.2 of observing a false alarm
within 100 data points. On the right bottom figure we observe a shorter mean
delay for the maximum normalized Mann-Whitney. The maximum normalized
Mann-Whitney results in the lowest delay for all false alarm rates. This, despite
of the increase of power. Usually, when detecting smaller deviations, which other
methods miss, lowers the mean delay.

5.3 Example 3: Maximum Frequency

As mentioned earlier the translation of what is frequent in [4] is maxw fµw,
where f is constant function. This interpretation can be embedded in the frame-
work of the maximum normalized mean by setting f to for example c +

√
|w|,
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Table 1. Left: the false alarm rate as a function of the detection rate. Right: the mean
delay as a function of the false alarm rate for different change detection algorithms.
The methods w = 20, w = 30, w = 40, w = 50 correspond to sliding window algorithms
of size w. In the top figures maxd equals the maximum normalized approximate KS
algorithm and the bottom the maximum normalized MW test.

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

detection rate

fa
ls

e 
al

ar
m

 r
at

e

w=20
max

d

w=30
w=40
w=50

0 0.2 0.4 0.6 0.8 1
10

20

30

40

50

60

70

false alarm rate

de
la

y

w=20

max
d

w=30

w=40

w=50

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

detection rate

fa
ls

e 
al

ar
m

 r
at

e

w=20

max
d

w=30

w=40

w=50

0 0.2 0.4 0.6 0.8 1
10

20

30

40

50

60

70

false alarm rate

de
la

y

w=20
max

d
w=30
w=40
w=50

where constant c →∞. For further implementation of the use of the maximum
frequency in the maintenance of frequent item sets we refer to [4].

5.4 Kolmogorov-Smirnov and Mann-Whitney

A constraint on the possibility of the maintenance of the maximum normalized
mean is that the normalization function must be a positive monotonically in-
creasing concave function for the positive real domain. In case of the Kolmogorov-
Smirnov statistic the normalization function equals

√
|ref ||w|
|ref |+|w| and for Mann-

Whitney it is equal to
√

|ref ||w|
(|ref |+|w|+1)/12) . Both functions have negative second

derivative functions and are monotonically increasing functions.

6 Conclusion and Future Work

We can conclude that the maximum normalized mean is an important statistic in
certain data stream applications, where recognized applications are frequency es-
timation and change detection. It is shown that the maximum normalized mean
can be efficiently maintained over data streams for a broad family of normaliza-
tion functions. We further gave examples of using the maximum mean statistic
in approximating the Kolmogorov-Smirnoff ‘distance’ as well the ranksum test
and examples of improvements over sliding windows. Furthermore, in the case
of the approximate KS-test, the balance is shown between the resolution which
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determines the approximation and the detection power gained by the optimal
window size.

Future research will incorporate the search for more applications which can be
translated in a similar way as the problems of the two-sample tests and frequent
item sets. Furthermore is would be nice to have the theoretical guarantees on
the size of the buffer and thus the computational and storage requirements.
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Abstract. The identification of interface residues involved in protein-protein in-
teractions(PPIs) has broad application in rational drug design and metabolic etc. 
Here a Naïve Bayes classifier for PPIs prediction with features including pro-
tein sequence profile and residue accessible surface area was proposed. This 
method adequately used the character of Naïve Bayes classifier which assumed 
independence of the attributes given the class. Our test results on a diversity 
dataset made up of  only hetero-complex proteins achieved 68.1% overall  
accuracy  with a correlation coefficient of 0.201, 40.2% specificity and 49.9% 
sensitivity in identify interface residues as estimated by leave-one-out cross-
validation. This result indicated that the method performed substantially better 
than chance (zero correlation). Examination of the predictions in the context of 
3-dimensional structures of proteins demonstrated the effectiveness of this 
method in identifying protein-protein sites. 

Keywords: Naïve Bayes classifier, Protein-protein interactions, Sequence pro-
file, Residue accessible surface area. 

1   Introduction 

Protein-protein interactions play a pivotal role in biological systems such as disease-
causing mutations often occur in protein interfaces. Interface prediction can thus di-
rectly contribute to the understanding of disease mechanisms and help the design of 
therapeutic agents. Interface site predict also has applications in DNA-binding sites, 
functional sites and protein docking [1]. Identification of protein-protein interaction 
sites and detection of specific amino acid residues that contribute to the specificity 
and strength of protein interactions have become a critical challenge in functional 
genomics.  

Various experimental methods have been used to identify interface residues in-
volved in protein-protein interactions [2,3,4]. But all of these experimental methods 
have a common disadvantage: laborious and time-consuming. Based on this reason, 
more and more computational methods are provided. These are main include two 
kinds of methods. At the level of individual residues, Asako Koike and Toshihisa 
Takagi [5], Jo-Lan Chung et al. [6] use SVM method, Changhui Yan et al. use a  
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two-stage classifier [7], Yanay Ofran and Burkhard Rost, Huiling Chen and Huan-
Xiang Zhou use neural network method [8,9], Ming-Hui Li et al. use conditional 
random fields method [10] to predict interact residue. At the level of surface patches, 
James R. Bradford et al. use Bayesian network and SVM method to predict interact 
sites[11,12]. 

Among these methods, some use structure and sequence information of proteins 
and another only use sequence information. By now (January 10, 2008), it has 48,395 
structures in Protein Data Bank(PDB) [13] while it only has 19585 protein-protein 
interact information in DIP database [14]. Base on this reason, computational methods 
that can identify interface residues are urgently needed and can be used to guide bi-
ologists to make specific experiments on proteins. 

The Bayesian network method has been shown to be quite successful in bioin-
formatics [1]. The advantage of Bayesian network method is that it can process 
uncertain data efficiently. Especially, the naïve bayes classifier has high efficient in 
processing data which has independence each other. In this article, we put forward a 
naïve bayes classifier that identifies interface residues primarily on the basis of 
sequence profile and residue accessible surface area(ASA) at the level of individual 
residues. Each surface residue needs to be labeled as an interface residue or non-
interface residue. The input to the naïve bayes classifier is ASA and profile which 
consists of 21 values. Each value of profile expresses a kind of residue’s conserva-
tion frequency and ASA expresses the structure-derived information. Obviously, 
these 21 values have high independence each other. According this agreement be-
tween Naïve bayes classifier and these 21 values, we choose naïve bayes classifier 
to predict the protein-protein interact sites. Our test result denotes our method is an 
efficient method in this aspect. 

2   Materials and Methods 

2.1   Generation of the Data Set  

Till now, no standard dataset can be chosen as standard dataset to predict protein-
protein interface sites. Different methods have different dataset. Here we choose our 
training dataset from the set of 70 protein hetero-complexes used in the work of 
Chakabarti and Janin [15]. This dataset has eight kinds of proteins and also used by I. 
Res et al. [7,16]. 

Based on this dataset, we get our own dataset using a number of stringent filtering 
steps in order to make our dataset has more challenge. We remove the proteins whose 
resolution was >3.0Å and eliminated protein with fewer than 20 residues. Low se-
quence identity makes it more challenging than the sets which have high sequence 
according to article [16]. Two chains were considered to have high homology [6,17] if 
(1) over 90% of their sequence were matched and (2) the sequence identity over the 
matched region was greater than 25%. According to this criterion, we get our own 
dataset. This dataset include 90 protein chains in 57 protein complexes. All of this 
protein chains are list in the Table 1: 
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Table 1. Dataset of protein-protein hetero-complex 

 

2.2   Surface and Interface Residues Definitions 

Interfaces are formed mostly by residues that are exposed to the solvent. Therefore, 
we focused on those residues with accessible surface areas above certain thresholds. 
Solvent exposure is separately computed for each chain, using the DSSP program 
[18]. Each complex is split in different files containing only the coordinates of a sin-
gle chain. 

If the ratio of the surface area of each residue to the nominal maximum area [19] 
exceeded a threshold, it was defined as a surface residue. This threshold is different in 
different article. We adopt 25% as our threshold according to Changhui Yan et al 
[7,17,20, 21]. 

According to the aforementioned criterion, we have 8266 surface residues from 90 
proteins. Its percentage of the total 16325 residues is 50.63%. During these surface 
residues, I get 2476 interface residues, its percentage of the surface residues is 
29.95%. 

2.3   Character Vector 

Interface prediction relies on characteristics of residues found in interfaces of protein 
complexes. The characteristics of interface residues are different. The most prominent 
involve: sequence conservation; proportions of the 20 types of amino acids; secondary 
structure; solvent accessibility; side-chain conformational entropy etc. Most of these 
characters are structure information. In this article, we choose sequence profile and 
residue accessible surface area as our test character. Profile is sequence information 
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which denotes its potential structural homolog. Each residue is coded as a vector of 20 
elements, whose values are taken from the corresponding frequencies in the multiple 
sequence alignment of the protein as extracted from the HSSP file [22]. Accessible 
surface area(ASA) feature represents the relative accessible surface area. ASA of each 
residue is calculated using DSSP program [18]. 

2.4   Naïve Bayes Classifier 

We used the naïve Bayes classifier to address a binary classification problem: resi-
dues have to be classified as interacting (‘positive’ examples) or non-
interacting(‘negative’ examples). Each instance(residue) is described by an input 
vector of attributes.  

Naïve bayes classifiers use a probabilistic approach to classify data: they try to 
compute conditional class probabilities and then predict the most probable class. Let 
C denote a class attribute with a finite domain of m class, let 

nAA ,...,1
be a set of 

other attributes used to describe a case of an object of the universe of discourse, and 

let )( j
i j

a  for a value of an attribute jA . The Naïve Bayes classifier assumes independ-

ence of the attributes given the class. For a given instantiation ω , a naïve bayes clas-
sifier tries to compute the conditional probability 

),...,|()|( )()1(
1 1

n
iniii n

aAaAcCPcCP ===== ω  

For all ic  and then predicts the class for which this probability is highest. The imple-

mentation of the BN algorithm used here is the Christian Borgelt’s package [23]. 

2.5   Performance Measures 

The results reported in this work concern the evaluation of residue classification 
based on the following quantities: let TP is the number of true positives (residues 
predicted to be interface residues that actually are interface residues); FP the number 
of false positives (residues predicted to be interface residues that are in fact not inter-
face residues); TN the number of true negatives; FN the number of false negatives; 
N=TP+TN+FP+FN( the total number of examples). Then we have: 

FNTP

TP
ySensitivit

+
=+ , also called Recall 
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+
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In brief, sensitivity is equal to the fraction of interface residues found, specificity 
equals the fraction of determined non-interface residues, accuracy is to measure  
the performance for labeling or classifying the whole test data set. Correlation  
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coefficient(CC) is to measure the correlation between predictions and actual test data, 
which ranges from -1(perfect anti-correlation) to 1 (perfect correlation). 

3   Experiments and Results 

3.1   Cross-Validation 

The naïve bayes classifier was trained to predict whether or not a surface residue is 
located in the interface based on the identity of the target residue and its sequence 
neighbors. 

The effectiveness of the approach was evaluated using 90 leave-one-out cross vali-
dation (jack-knife) experiments. The fact that there are more non-interface residues 
than interface residues in the training set leads to higher precision and lower recall for 
many classifiers. To obtain a balanced training set from each chain that is to be used 
for training we extracted interacting residues and an equal number of randomly sam-
pled non-interacting residues. We trained our classifier on profile and ASA feature of 
protein. In six kinds of protein hetero-complexes, we get test result listed in table 2. 

Table 2. Test result in six kinds of protein hetero-complexes 

 

From this result, we find our classifier has good performance in diversity dataset. 
In 42% of the proteins, the classifier recognized the interaction surface by identifying 
at least half of the interface residues, and in 87% of the proteins, at least 20% of the 
interface residues were correctly identified. 

According to the article, close neighbors of an interface reside have a high likeli-
hood of being interface residues. The closer a sequence neighbor is to an interface 
residue, the greater is its likelihood of being an interface residue. When the distance 
increases to 16 residues, the likelihood drops to 0. The observation that the interface 
residues tend to form clusters on the primary sequence suggests the possibility of 
detecting protein-protein interface residues from local sequence information. So we 
test our dataset on different window. Sizes between 3 and 9 were tested and all of 
these test results are listed in Table 3. 
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Table 3. Test result on different window size 

    

From this result, we can see when we use different window sizes the result change 
a little. This performance also denotes our classifier is superior in independence char-
acter but turn bad when this independence is changed. 

3.2   Comparison with Other Studies 

Comparison with other methods is difficult because of the variety of data sets used 
and the difference in definitions of interface and surface residues. 
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Fig. 1. Compare with Changhui Yan’s result in accuracy, specificity,sensitivity and CC 
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Changhui Yan’s research [24] also use the dataset which was chosen from the set 
of 70 protein hetero-complexes used in the work of Chakabarti and Janin. It has 115 
proteins and we have 90 proteins. They use SVM method to predict the interact sites 
and use the resemble method to define the character of proteins. In order to compare, 
we choose the same 77 proteins from this two dataset. It has average 68% accuracy in 
our dataset and 62% accuracy in Changhui Yan’s dataset with 46.7 to 40.2 in 
specificity, 58.9 to 49.9 in sensitivity, 0.215 to 0.201 in CC. All of these 77 proteins 
are listed in Figure 1. 

In these four figs, red denotes our test result while blue denotes Changhui Yan’s 
research. Obviously these two method have resemble result in 77 proteins. 
Especifially in accuracy our result 6% higher than SVM method in average and 53 
proteins(69% in all) are higher than SVM method. This also proved our method’s 
validity. 

3.3   Some Predicted Examples 

Here we give some examples that are predicted by naive bayes classifier trained on 
trimed dataset. The first example is the refined 2.4 angstroms x-ray crystal structure 
of recombinant human stefin b in complex with the cysteine proteinase papain [25]. 
We use our classifier predict 9 residues to be interface with 75% sensitivity and 53% 
specificity(Fig. 2b) while the actual interface residues is 17(Fig. 2a). 

  

Fig. 2. Predicted interface residue (yellow color) on protein(PDB code 1STF_I) identified by 
(a) the actual interface residues (b) the naive bayes classifier 

The second example is refined crystal structure of the potato inhibitor complex 
[26]. We use our classifier predict 14 residues to be interface with 82% sensitivity and 
88% specificity(Fig. 3b) while the actual interface residues is 16(Fig. 3a). 

The last example given by us is crystallographic refinement and atomic models of 
a human fc fragment and its complex [27]. We use our classifier predict 7 residues to 
be interface with 50% sensitivity and 58% specificity(Fig.4a) while the actual inter-
face residues in 12(Fig. 4b). 
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Fig. 3. Predicted interface residue (yellow color) on protein(PDB code 4CPA_I) identified by 
(a) the actual interface residues (b) the naive bayes classifier 

  

Fig. 4. Predicted interface residue(yellow color) on protein(PDB code 1FC2_C) identified by 
(a) the actual interface residues (b) the naïve bayes classifier 

4   Discussion 

Interface prediction has become more and more successful. The predicted interface 
residues can be directly used to guide experimental studies. For example, they may 
direct experimental efforts toward a particular region on a protein surface in studying 
its interactions with another protein. They may also be used to help solve the docking 
problem by vastly reducing the amount of configurational space needed to be 
searched to build a stuctural model for the protein complex. 

In this study, we select naive bayes classifier as our predictor to predict protein-
protein interact sites. This method use profile of protein and ASA as input vector. 
Because each value of profile denote a kind of residue’s conservation, it has high 
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independence each other. The ASA of each residue is structure character of protein  
while profile is squence character of protein. Obviously, these two character has high 
independence too. It is agree with the naive bayes’s independence of the attributes. 
Our test result validates this feature. But we also know not only the target residue has 
influnce the result alone, the neighbour residues of each target residue also have 
important influnce in the result. Our test result proved the naive bayes can not solve 
this problem efficiently. The TAN(Tree Augmented Naive Bayes Classifier) maybe 
solve this problem efficiently. Of course, choose diffient characters of each protein 
also have influnce in the predicted result. Moreover, analysis of the binding site 
“rules“ generated by classifiers may provide valuable insight into the protein-protein 
interact sites recognition. 
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Abstract. In this paper, we study the maintenance of frequent patterns
in the context of the generator representation. The generator represen-
tation is a concise and lossless representation of frequent patterns. We
effectively maintain the generator representation by systematically ex-
panding its Negative Generator Border. In the literature, very few work
has addressed the maintenance of the generator representation. To il-
lustrate the proposed maintenance idea, a new algorithm is developed
to maintain the generator representation for support threshold adjust-
ment. Our experimental results show that the proposed algorithm is sig-
nificantly faster than other state-of-the-art algorithms. This proposed
maintenance idea can also be extended to other representations of fre-
quent patterns as demonstrated in this paper 1.

1 Introduction

Frequent patterns, also called frequent itemsets, refer to patterns that appear
frequently in a particular dataset [1]. The discovery of frequent patterns can be
formally defined as follows. Let I = {i1, i2, ..., im} be a set of distinct literals
called “items”, and also let D = {t1, t2, ..., tn} be a transactional “dataset”,
where ti (i ∈ [1, n]) is a “transaction” that contains a non-empty set of items.
Each subset of I is called a “pattern” or an “itemset”. The “support” of a pattern
P in a dataset D is defined as sup(P,D) = |{t|t ∈ D ∧ P ⊆ t}|. A pattern P is
said to be frequent in a dataset D if sup(P,D) is greater than or equal to a pre-
specified support threshold ms. The support threshold, ms, can also be defined
in terms of percentage, in which a pattern P is said to be frequent in a dataset D
if sup(P,D) ≥ ms×|D|. The collection of all frequent patterns in D is called the
“space of frequent patterns” and is denoted as F(D, ms). The task of frequent
pattern discovery is to find all the patterns in F(D, ms). Figure 1 shows an
example of transactional dataset and the corresponding frequent pattern space
when ms = 1.

Datasets are dynamic in nature. From time to time, new transactions/items
may be inserted; old and invalid transactions/items may be removed; and the

1 This work is partially supported by an A*STAR SERC PSF grant, a MOE AcRF
Tier 1 grant, and an A*STAR AGS scholarship.

C. Tang et al. (Eds.): ADMA 2008, LNAI 5139, pp. 217–228, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. (a) An example of transactional dataset. (b) The pattern space of the sample
dataset in (a), and the concise representations of the pattern space.

support threshold may be adjusted to obtain the desirable sets of frequent pat-
terns. Repeating the discovery process every time the dataset is updated is a
naive and definitely inefficient solution. Thus, there is a strong demand for ef-
fective algorithms to maintain frequent patterns for data updates and support
threshold adjustment.

Most of the current maintenance algorithms can be grouped into two major
categories: Apriori-based and sliding window filtering (SWF). Both the Apriori-
based and SWF approaches are developed based on the candidate-enumeration-
and-elimination framework. Apriori-based algorithms [2, 6] enumerate new
candidates iteratively based on the a priori property. SWF algorithms [5, 11]
slice a dataset into several partitions and then employ a filtering threshold in
each partition to generate candidate patterns. The Apriori-based algorithms and
SWF algorithms aim to update and maintain the entire frequent pattern space.
However, the undesirable large number of frequent patterns greatly limits their
performance. To break the bottleneck, concise representations of frequent pat-
terns, more importantly, efficient maintenance of the concise representations are
highly desired. In this paper, we focus our investigation on the maintenance of
the generator representation [14] — a concise and lossless 2 representation of
frequent patterns.

In the literature, algorithms have been proposed to maintain two types of
concise representations under some unfavorable restrictions. Moment [7] is one
example. Moment dynamically maintains the frequent closed patterns [14]. How-
ever, Moment is proposed on the hypothesis that there are only small changes
to the frequent closed patterns given a small amount of updates. Due to this
strict constraint, the performance of Moment degrades dramatically when the
amount of updates gets large. ZIGZAG [16] is another example, which effectively
maintains the maximal patterns [3]. ZIGZAG updates the maximal patterns by
a backtracking search, which is guided by the outcomes of the previous mainte-
nance iteration. Although the maximal patterns can concisely represent frequent
patterns, they do not provide support information for other frequent patterns.

2 We say a representation is lossless if it is sufficient to derive and determine the
support of all frequent patterns without accessing the datasets.
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That is, the maximal pattern is a lossy representation. In this work, unlike
ZIGZAG for the maximal patterns, our maintenance algorithm is for a lossless
representation; unlike Moment which bears some unfavorable assumptions, our
maintenance algorithm aims to handle wide range of changes efficiently.

We propose to maintain the generator representation by expanding the Nega-
tive Generator Border. The expansion of the negative generator border is guided
by a systematic technique, which ensures the expansion is complete and yet
involves no redundancy. To better illustrate the idea, we focus on the update
scenario where the support threshold is adjusted. A novel algorithm — Support
Threshold Update Maintainer (STUM) — is proposed. Although support thresh-
olds can be defined in terms of either counts or percentages, (STUM) applies to
both definitions. We further show that the proposed maintenance idea can be ex-
tended to other concise representations that share common characteristics with
the generator representation.

2 Generators and Negative Generator Border: A Concise
Representation

The concept of generator, also known as the key pattern, is first intro-
duced in [14]. The generators, together with the close patterns and maximal
patterns, are commonly used concise representations of the frequent pattern
space. Figure 1 (b) demonstrates how these representations are applied to the
frequent pattern space of the sample dataset in Figure 1 (a). Other types of fre-
quent pattern representations are also available such as the free-sets [4] and the
disjunctive-free sets [10]. But the support inference by these representations is
very complicated. Details of these representations can be found in the Appendix
(http://www.ntu.edu.sg/home5/feng0010/appendix.pdf).

To effectively maintain the frequent patterns, we propose to represent the
space of frequent patterns with both the frequent generators and the negative
generator border. For ease of discussion, this representation is referred as the
generator representation for the rest of the paper.

Definition 1 (Generator). Given a dataset D and support threshold ms, a
pattern P is a “generator” iff for every P ′ ⊂ P , it is the case that sup(P ′,D) >
sup(P,D); and a pattern P is a frequent “generator” iff P is a “generator” and
sup(P,D) ≥ ms.

For a dataset D and support threshold ms, the set of frequent generators,
FG(D, ms), includes all generators that are frequent. On the other hand, the
negative generator border, NBd(FG(D, ms)), refers to the set of the mini-
mal infrequent generators, and it is formally defined as:

Definition 2 (Negative Generator Border). Given a dataset D and sup-
port threshold ms, NBd(FG(D, ms)) = {G|G �∈ FG(D, ms) ∧ (∀G′ ⊂ G, G′ ∈
FG(D, ms))}.

http://www.ntu.edu.sg/home5/feng0010/appendix.pdf
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Generators in the negative generator border are named negative border gen-
erators. For a datasetD and support threshold ms, the generator representation
includes: the set of frequent generators, FG(D, ms), the negative generator bor-
der, NBd(FG(D, ms)), and their corresponding support values. Following Defi-
nition 1,2 and the a priori property of frequent patterns, we have the following
corollary.

Corollary 1. Given a dataset D and support threshold ms, (1) a pattern P is
infrequent iff ∃G|P ⊇ G ∧ G ∈ NBd(FG(D, ms)); (2) a pattern P is frequent
iff � ∃G|P ⊇ G ∧ G ∈ NBd(FG(D, ms)); and (3) for any frequent pattern P ,
sup(P,D) = min{sup(G,D)|G ⊆ P, G ∈ FG(D, ms)}.

Corollary 1 implies that the generator representation is sufficient to determine
all frequent patterns and their support values. Therefore, the generator represen-
tation is a lossless concise representation. We also observe that generators follow
the a priori property as stated in FACT 3. When datasets are updated, the a pri-
ori characteristic of generators allows us to effectively enumerate newly emerged
generators from the negative generator border. The negative generator border
acts conveniently as a start point for us to resume the pattern enumerations.

Fact 3 (Cf. [12]). Let P be a pattern in D. If P is a generator, then every
subset of P is also a generator in D. Furthermore, if P is a frequent generator,
then every subset of P is also a frequent generator in D.

Another advantage of the generator representation is that it can derive maxi-
mal patterns and closed patterns easily. One can derive frequent closed patterns
from the frequent generators with the “closure” operation [14]. For a particular
generator G, the “closure” operation is to find the maximal pattern C such that
C and G always appear together in the dataset. Li. et al [12] have proposed
some efficient techniques to conduct the “closure” operation. For frequent maxi-
mal patterns, they are basically the longest frequent closed patterns. Therefore,
following the similar procedure as the derivation of closed patterns, one can also
derive frequent maximal patterns easily from the frequent generators.

By concisely representing the frequent patterns using the generator represen-
tation, we greatly reduce the number of involved patterns and thus the com-
plexity of the frequent pattern maintenance problem. Instead of maintaining the
large number of frequent patterns, we only need to maintain the generators and
the negative generator border. Moreover, the a priori characteristic of generators
allows us to generate new generators and update the negative generator border
effectively by expanding the exiting border.

3 Negative Generator Border in Pattern Maintenance

We investigate in this section how the concept of negative generator border can
be employed to facilitate the maintenance of the generator representation. We
focus on the update scenario where the support threshold is adjusted. We also
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introduce systematic enumeration data structure and techniques to ensure the
maintenance process with the negative generator border is complete and efficient.
It is also discovered that the proposed maintenance idea can be generalized to
other more complicated representations of frequent patterns, e.q. the free-sets
[4] and the disjunctive-free sets [10].

3.1 Support Threshold Adjustment Maintenance

Setting the right support threshold is crucial in frequent pattern mining. Inade-
quate support threshold may produce too few patterns to be meaningful or too
many to be processed. It is unlikely to set the appropriate threshold at the first
time. Thus the support threshold is often adjusted to obtain desirable knowl-
edge. Moreover, in the case where the support threshold ms is defined in terms of
percentage, data updates, such as transaction insertion and deletion, also induce
changes in the absolute support threshold. Transaction insertions cause increases
in the data size |D| and thus increases in the absolute support threshold, which
is calculated as ms×|D|. Likewise, transaction deletions lead to decreases in the
absolute support threshold.

When the support threshold increases, some existing frequent generators be-
come infrequent, and the frequent pattern space shrinks. The generator rep-
resentation of frequent patterns can be maintained by removing the existing
generators that are no longer frequent and reconstructing the negative gener-
ator border with the minimal patterns among the newly infrequent generators
and the original negative border generators. The maintenance process is quite
straightforward, and thus it is not the focus of this paper and will be omitted
for the subsequent discussion.

When the threshold decreases, new frequent generators may emerge, and the
frequent pattern space expands. In this case, the maintenance problem becomes
more challenging, as little is known about the newly emerged generators. We
resolve this challenge efficiently based on the concept of negative generator
border.

Negative Generator Border. is defined based on the the idea of negative
border. The notion of negative border is first introduced in [13]. The negative
border of frequent patterns refers to the set of minimal infrequent patterns.
Maintenance algorithm Border [2] is proposed based on the idea of negative
border. In Border, newly emerged frequent patterns are enumerated level-by-
level from the negative border. However, Border aims to maintain the whole
set of frequent patterns and thus suffers from the tremendous size of frequent
patterns.

On the other hand, the negative generator border, as formally defined in Defin-
ition 2, refers to the set of minimal infrequent generators. The negative generator
border records the nodes, where the previous enumeration of generator stops, as
shown in Figure 2 (b). It thus serves as a convenient starting point for further
enumeration of newly emerged generators when the support threshold decreases.
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{}

1a 2b 
8d 4c 

3ba 5ca 6cb

7cba 

9da 10db 12dc

11dba 13dca 14dcb 

15dcba 

(a) (b)

Notation: iN : x refers to an node in SE-tree with x as 
support, and i refers to its enumeration order.

{}

1a : 4 2c : 3

3a : 3 5a : 2 6c : 1

4d : 3

7a : 1

8b : 2

9a : 1 10c : 1 12d : 2

11a : 1

15a : 1

14c: 113a : 1

ms = 2

Fig. 2. (a)A set-enumeration tree of items {a, b, c, d} with ordering d <0 c <0 b <0 a.
(b)The set-enumeration tree for the sample dataset with suppose threshold ms = 2;
the solid line separates the frequent patterns from the infrequent ones; the patterns in
bold form the generator representation; and the generators between the solid and the
dotted lines form the negative generator border

This allows us to utilize previously obtained information to avoid redundant gen-
eration of existing generator and enumeration of unnecessary candidates.

Proposition 1. Given a dataset D and a support threshold ms, let FG(D, ms)
denote the set of frequent generators and NBd(FG(D, ms)) be the correspond-
ing negative generator border. Suppose the support threshold is adjusted to
msupd, where msupd < ms. For every newly emerged generator G (G �∈
FG(D, ms) ∧ G ∈ FG(D, msupd)), there exists G′ ∈ NBd(FG(D, ms)) and
G′′ ∈ NBd(FG(D, msupd)) such that G′ ⊆ G ⊆ G′′.

Proof. The proposition can be proven easily based on the a priori property of
generators, and thus it is not included here.

Proposition 1 shows that, when the support threshold decreases, every newly
emerged generator falls in between the original and the updated negative gen-
erator border. This implies that all newly emerged generators can be generated
without extra overhead, as we enumerate the updated negative generator border
from the original border. This further simplifies the maintenance task to the
update of the negative generator border.

We update the negative generator border based on the candidate-
enumeration-elimination framework. Candidates of new frequent generators and
border generators are enumerated iteratively based on the a priori characteris-
tic of generators. Thus the next question is: how we can efficiently enumerate
candidates?

Systematic Pattern Enumeration. method is the answer to this question.
In this paper, we employ the “Set-enumeration Tree” [15], a conceptual data
structure, to facilitate the candidate enumeration for the update of the negative
generator border.

Let the set I = {i1, ..., im} of items be ordered according to an arbitrary
ordering <0 so that i1 <0 i2 <0 · · · <0 im. For itemsets X , Y ⊆ I, we write
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X <0 Y iff X is lexicographically “before” Y according to the order <0. We say
an itemset X is a “prefix” of an itemset Y iff X ⊆ Y and X <0 Y . We write
last(X) for the item α ∈ X , if the items in X are α1 <0 α2 <0 · · · <0 α. We say
an itemset X is the “precedent” of an itemset Y iff X = Y − last(Y ).

A set-enumeration tree (SE-Tree) is a conceptual organization on the subsets
of I so that {} is its root node; for each node X such that Y1, ..., Yk are all its
children from right to left, then Y1 <0 · · · <0 Yk; for each node X in the set-
enumeration tree such that X1, ..., Xk are siblings to its left, we make X ∪X1,
..., X ∪Xk the children of X ; |X ∪Xi| = |X |+ 1 = |Xi|+ 1; and |X | = |Xi| =
|X ∩Xi|+ 1.

We also induce an enumeration ordering on the nodes of this SE-Tree so
that given two nodes X and Y , we say X <1 Y iff X would be visited before
Y when we visit the set-enumeration tree in a left-to-right top-down manner.
Since this visit order is a bit unusual, we illustrate it in Figure 2 (a). Here, the
number besides the node indicates the time at which the node is visited. Note
that; although SE-tree is defined with an arbitrary item order <0, to reduce the
number of nodes to be generated and visited in the SE-tree and thus the time
complexity of the enumeration, we, as shown in Figure2 (b), organize items in
ascending frequency order.

As shown in Figure 2, the SE-tree not only effectively ensures that the enu-
meration of the new frequent generators and the negative border generators is
complete. The SE-tree also provides an efficient way to enumerate patterns, in
which no repeated enumerations and thus redundancy are involved. Take the
node “6c” in Figure 2 (b) as an example. Suppose the corresponding negative
border generator of node “6c” — {c, d} — becomes frequent after the support
threshold adjustment. Node “6c” now acts as a starting point for further enu-
meration of the newly emerged frequent generators. From Figure 2 (b), it can
been seen that node “6c” has only one sibling node on its left — node “5a”.
Therefore, according to the SE-tree enumeration order, we conveniently know
that only one candidate pattern {a, c, d} are required to be enumerated from
node “6c”. Furthermore, we are also sure that the pattern {a, c, d} will not be
enumerated again from any other nodes.

Another advantage of SE-tree is that: for every pattern P , all its subsets are
enumerated before it. Together with FACT 3, this allows us to judge whether any
pattern P is a generator as P is enumerated. Take pattern {a, c, d} in Figure 2 (b)
as an example. As shown, all subsets of {a, c, d}, including {a}, {c}, {d}, {a, c},
{a, d} and {c, d}, are enumerated before {a, c, d}. When {a, c, d} is enumerated,
we can decide immediately that it is not a generator, since one of its subset,
{a, c}, is not a generator. In addition, the SE-tree can also serve as an efficient
storage structure for the generator representation, as shown in Figure 2 (b).

Combining the above findings, a novel algorithm is proposed to maintain the
generator representation of frequent patterns for support threshold adjustment.
The proposed algorithm is named as the “Support Threshold Update Main-
tainer” (STUM), and it is discussed in Section 4.
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Algorithm 1. Proposed algorithm STUM
Input: N = {G1, G2, ..., Gm}, the negative generator border, where G1 >0 G2 >0 ... >0 Gm; FG,

the existing frequent generators; and ms′, the new support threshold.
Output: FG′ the updated frequent generators; and N ′ the updated negative generator border.
Method:
1: FG′ := FG; {Initialization.}
2: for all Gi ∈ N do
3: ExpandNBGenerator(Gi, ms′);

{Expand from the negative border generators.}
4: end for
5: return FG′ and N ′;

3.2 Generalization and Extension

It is discovered that the proposed maintenance method can be generalized to
other types of frequent pattern representations. This holds true as far as the
representation follows the following characteristics:

– the representation is composed with both the frequent representation pat-
terns (e.q. frequent generators) and its corresponding negative border (e.q.
negative generator border), and

– the representation pattern follows the a priori property.

Among previously proposed frequent pattern representations, the free-sets
[4] and the disjunctive-free sets [10] are two examples that follow the above
characteristics. The detailed definitions of these two representations are included
in the Appendix (http://www.ntu.edu.sg/home5/feng0010/appendix.pdf).

4 Support Threshold Update Maintainer (STUM)

The proposed maintenance algorithm, STUM, is presented in Algorithm 1 and
Procedure 2. When the support threshold decreases, some negative border gener-
ators emerge to be frequent. We treat these border generators as starting points.
The basic idea of STUM is to expand the frequent pattern space from these start-
ing points. For a particular negative border generator G, the expand process is
to enumerate new frequent generators from G. The enumeration follows the enu-
meration order of SE-tree, which ensures to be complete and efficient.

4.1 Complexity Analysis

According to Algorithm 1 and Procedure 2, the time complexity of STUM is
proportional to the number of candidates enumerated during the generation of
newly emerged frequent generators. Thus the complexity of the proposed algo-
rithm can be modelled as O(NGenCan), where NGenCan refers to the number of
enumerated generator candidates. According to the complexity study, we fore-
see that STUM is more efficient than some of the previous algorithms, such
as Border [2]. The computational complexity of Border is O(NFreqCan), where
NFreqCan refers to the number of candidates enumerated during the generation
of newly emerged frequent patterns. In general, NGenCan � NFreqCan, as shown
in Table 1.

http://www.ntu.edu.sg/home5/feng0010/appendix.pdf
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Procedure 2. ExpandNBGenerator
Input: G, a negative border generator or a newly emerged frequent generator; ms′, the new support

threshold.
Output: FG′ the updated frequent generators; and N ′ the updated negative generator border.
Method:
1: if sup(G) >= ms′ then
2: G → FG′ {Newly emerged generator}

{Enumerate new generators from G}
3: for all i >0 last(G) do
4: G′ := G ∪ i;
5: if G′ is a generator then
6: ExpandNBGenerator(G′, ms′)
7: end if
8: end for
9: else
10: G → N ′ {Update negative generator border.}
11: end if
12: return FG′ and N ′;

Table 1. Approximate number of enumerated candidates by STUM and Border when
the support threshold is adjusted to half of the original one. Here ms denotes the
original support threshold.

accidents gazelle mushroom T10I4D100K BMS-POS pumsb star
ms = 50% ms = 0.5% ms = 0.5% ms = 1% ms = 0.5% ms = 20%

STUM 5K 58 27K 173 8K 100K
Border 36K 3K 533K 16K 30K 122K

4.2 Implementation

As shown in Procedure 2, for every enumerated generator candidates, we need to
retrieve its support value. To avoid multiple scans of datasets, we employ a prefix-
tree and a header table to summarize the dataset. Figure 3 (a) demonstrates
how the sample dataset is compressed and stored in a prefix tree. (Details on
the construction of prefix tree can be found in [9].) With the prefix tree and the
header table, support values of patterns can be retrieved without data scanning.
Let us take the sample dataset in Figure 3 as an example. Suppose we need
to obtain the support of pattern {a, b}. We first need to look for all the paths
that contain item b based on the linked list pointers in the header table. Then,
for each path that contains b, we travel up and search for item a. In this case,
only one path contains both items b and a, and the support of the path is 1.
Therefore, we have sup({a, b},D) = 1.

The prefix tree structure also facilitates effective candidate pruning. According
to Procedure 2, the generator candidates are produced based on the enumeration
order of SE-tree. Given a generator G, only items i >0 last(G) are enumerated.
This greatly reduces the number of unnecessary enumerations. On top of that,
with the concept of local prefix tree, we can completely avoid generating un-
necessary candidates. For example, Figure 3 (b) shows the local prefix tree for
generator {d}. Suppose ms = 2. Based on the local prefix tree, we know imme-
diately that the enumeration of candidate {c, d} is not necessary, for its support
is below ms.
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Sample Dataset 

a, b, c, d
b, d
a, d
a, c

a, c

(a)

b : 1

{}

c : 3

a : 4 d : 1

d : 1
b : 1

d : 1

Header 
Table

a : 4
c : 3
d : 3
b : 2 P = {d}

(b)

Header 
Table

a : 2
c : 1

{}

c : 1
a : 2

Fig. 3. (a) Global prefix tree and header table for the sample dataset with ordering
b <0 d <0 c <0 a; and (b) local prefix tree and header table for pattern {d}

5 Experimental Evaluation

The computational effectiveness of the proposed algorithm, STUM, is tested on
several benchmark datasets from the FIMI Repository [8]. STUM is evaluated
with various degrees of support threshold adjustment.

STUM is compared with some state-of-the-art frequent pattern discovery and
maintenance methods, including GC-growth [12], ZIGZAG [16] and Border [2]. GC-
growth is an effective algorithm that generates frequent generators. ZIGZAG is one
of the recently proposed frequent maximal pattern maintenance algorithm. Border
is a frequent pattern maintenance algorithm proposed based on the concept of neg-
ative border. The original implementation of Border requires multiple data scans.
This induces heavy I/O overhead. To have a better comparison with the proposed
method, we improved the implementation of Border. We employ a prefix-tree struc-
ture in Border to summarize the dataset and thus to avoid multiple data scans. We
name the improved implementation of Border as Border(prefixTree). All the exper-
iments are run on a PC with 2.8 GHz processor and 2 GB RAM.

Figure 4 compares the computational time of STUM against the one of other
methods. We observe that, in general, STUM outperforms the rest considerably.
However, it is also observed that, compared to the frequent generator discovery
algorithm GC-growth, the advantage of STUM drops as the change of support
threshold gets larger. This is because large variation in support threshold logi-
cally leads to dramatic changes in the frequent pattern space. Thus it is more
expensive to update. Therefore, the advantage of STUM is found to diminish
when the change of support threshold gets larger. It is inevitable that when the
support threshold is adjusted to a certain extent, the change induced to the pat-
tern space becomes so significant that it becomes more efficient to re-discover
the patterns than to maintain and update them.

We also measure the “speed-up” achieved by STUM against other methods. The
speed-up is calculated as the ratio between the computational time of the com-
paring method and that of the proposed method. Table 2 summarizes the average
speed-up we have achieved on various datasets. Since Border suffers from heavy
I/O overhead, STUM outperforms Border significantly. It can also been seen that,
by employing the prefix-tree structure, the improved implementation of Border is
much faster than the original implementation. STUM performs the best on dataset
T 10I4D100K. It is faster than the othermethods by at least anorder ofmagnitude.
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Fig. 4. Comparison of computation time of the proposed algorithm — STUM, GC-
growth, ZIGZAG, Border and Border(prefixTree)

Table 2. Average speed-up achieved by STUM. Tcomp denotes the computational time
of the comparing algorithms, and TSTUM is that of the proposed algorithm

Tcomp/TST UM accidents gazelle mushroom T10I4D100K
ms% = 50% ms% = 0.5% ms% = 0.5% ms% = 1%

ZIGZAG 2.8 19.4 10.8 19.5
GC-growth 31 17.2 11.6 31.5

Border 230 828 1334 927
Border(prefixTree) 3.7 2.5 4.4 87.8

6 Closing Remarks

In this paper, we compressed the frequent pattern space with the generator rep-
resentation, which includes the set of frequent generators, the negative generator
border and their support values. We observed that generators follow the a priori
property. Based on this property, we proposed to maintain the generator repre-
sentation by expanding the negative generator border. Systematic enumeration
methods are developed to ensure the expansion of the negative border is com-
plete and non-redundant. Based on the above findings, a new algorithm, STUM,
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is proposed to maintain the generator representation for support threshold ad-
justment. The experimental studies show that, in general, STUM outperforms
the other methods significantly. For some particular datasets, STUM is faster
than the state-of-the-art methods by more than an order of magnitude.

In addition, we have shown that the proposed maintenance method can be
generalized to other types of frequent pattern representations, such as the free-
sets and disjunctive-free sets. The realization of these generalization ideas could
serve as potential future works.
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Abstract. Social network analysis has been a hot topic in the field of
graph mining. After people have achieved the goal of detecting com-
munities from various networks, now they are interested in how these
explored communities change as time passes by. In other words, people
focus on the problem of community evolution and further discover those
dynamic characteristics of kinds of networks. Here, we propose Comm-
Tracker, a novel and parameter-free algorithm of tracking community
evolution, which utilizes the representative quality of core nodes in a
community to establish the evolving relationship between two commu-
nities in consecutive time snapshots. With such a distinct strategy, it
is suitable for analyzing large scale datasets. Depending on relationships
established from CommTracker, it is feasible to identify community split
and mergence. In addition, one relationship amongst evolution traces,
evolution traces intersection, is also studied. At last, we demonstrate
the correctness and effectiveness of our algorithm on 4 real datasets.

1 Introduction

In the field of graph mining, more and more researchers are attracted by social
network analysis where persons are abstracted to nodes and their associations
to edges. They devote themselves to mining valuable information from those
special networks, especially detecting community structures. The vertices within
communities have higher density of edges while vertices between communities
have lower density of edges. After community structures have been discovered
by many algorithms, people are interested in not only a community in a single
snapshot but also its associated developing trend in several successive ones. For
example, there exists a community in snapshot t, and what about its state in the
next snapshot t+1? Does it split into smaller ones or merge into a larger one with
another community? Moreover, during community evolution, some members will
join or leave a community.
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In order to observe how a group of persons evolves, we propose a novel algo-
rithm, which takes advantage of core nodes and it is quite different from many
existing ones. As uncovered in [1], real networks follow a power-law distribu-
tion, indicating that some nodes act as central ones, and others ordinary ones.
Shaojie Qiao and Qihong Liu concentrate on mining core members of a crime
community [2][3]. Nan Du successfully rests on attributes of core nodes to rep-
resent those of a whole community [4]. We notice the capability of core nodes
and therefore make them play a key role in our algorithm to find out successors
or predecessors of a community as well as related change points. Additionally,
the algorithm requires no user-defined parameters, and operates automatically
without prejudices or presumptions.

Now how to effectively detect core nodes in a community is a problem to
be addressed. In the paper, a parameter-free method has also been developed,
adaptive to different community structures.

Contributions. Our core-based algorithm of tracking community evolution
has the following key properties:

– Parameter− free: Our algorithm requires no parameters from users, nor a
threshold to confirm the evolving relationship between two communities.

– Large − scale accommodative: Getting rid of node/edge matching reduces
calculation and therefore it is a good candidate for tracking large-scale com-
munity evolution.

– Straightforward: Depending on the algorithm, it offers a straightforward
way to identify community split and mergence. To the best of our knowl-
edge, few algorithms have such a capability.

The rest of the paper is organized as follows: Section 2 reviews the related work.
Section 3 introduces some necessary definitions. Section 4 presents the parameter-
free core detection algorithm and Section 5 presents our core-based algorithm of
tracking community evolution. Section 6 introduces evolution trace intersection.
Section 7 shows the experimental evaluations and Section 8 concludes.

2 Related Work

Graph mining has been a very active area in the data mining field, not only
limited to static graph mining but also expanding gradually into the realm of
dynamic graph.

Within static graph mining, community detection has been paid much at-
tention. Various methods have been utilized to detect these structures. Among
them, there are Newman’s betweenness algorithm [5], Nan Du’s clique-based
algorithm[4] and CPM[6] that focuses on finding overlapping communities. Clus-
tering is another technique to group similar nodes into large communities, in-
cluding L. Donetti and M. Munoz’s method[7] which exploits spectral properties
of the graph as well as J. Hopcroft’s “natural community” approach[8].

With respect to core node detection, R. Guimera and L.A.N. Amaral propose
a methodology that classifies nodes into universal roles according to their pattern
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of intra- and inter-module connections [9]. B. Wu offers a method to detect core
nodes with a threshold [10]. S. Qiao and Q. Liu dedicate themselves to mining
core members of a crime community [2][3].

As to dynamic graph mining, T.Y. Berger-Wolf and J. Saia study community
evolution based on node overlapping [11]; J. Hopcroft and O. Khan propose a
method which utilizes “nature community” to track evolution[12]. However, both
methods have to set some parameters, which is too difficult to be adaptive to
various situations. In contrast, E. Keogh suggests the notion of parameter free
data mining[13]. Both our methods in the paper share the same spirit.

Moreover, G. Palla and A.L. Barabási provide a method which effectively uti-
lizes edge overlapping to build evolving relationship[14]. J. Sun’s GraphScope
is a parameter-free mining method of large time-evolving graphs[15], using in-
formation theoretic principles. Many other methods have been accomplished to
concentrate on community change[16][17][18].

3 Problem Definition

The table below lists almost all the symbols used in the paper.

Sym. Definition
C

(t)
i Community of index i in snapshot t

N
(t)
i Node of index i in snapshot t

W (N (t)
i ) Weight of a node of index i in snapshot t

Cen(N (t)
i ) Central degree of node N

(t)
i

Core(C(t)
i ) Core node set of C

(t)
i

Node(C(t)
i ) Node set of C

(t)
i

Edge(C(t)
i ) Edge set of C

(t)
i

|Node(C)| community C size
C

(t)
i → C

(t+1)
j C

(t)
i is a predecessor of C

(t+1)
j or C

(t+1)
j is a successor of C

(t)
i

C
(t−k)
i ⇒ C

(t)
j C

(t−k)
i is an ancestor of C

(t)
j

Evol(C(t)
i ) Evolution trace of C

(t)
i

|Evol(C(t)
i )| Span of evolution trace of C

(t)
i

Definition 1. (COMMUNITY EVOLUTION TRACE). An evolution trace
Evol(C(t)

x ) is a time-series of C(t+n) as follows:

Evol(C(t)
x ) := {C(t)

x , C(t+1)
x , C(t+1)

y , C(t+2)
x . . . , C(t+n)

x }(n ≥ 0)

where each community C
(t+i)
x , i ∈ [1, n] satisfies the condition that there exists at

least one community C
(t+i−1)
x , and then C

(t+i−1)
x → C

(t+i)
x . Note that more than

one community is allowed to appear in the same snapshot t+i, like C
(t+1)
x , C

(t+1)
y

both locating in the snapshot t + 1. |Evol(C(t)
x )| is n + 1
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Definition 2. (ANCESTOR OF A COMMUNITY). The definition of a com-
munity’s ancestor is as follows: C

(t−k)
i ⇒ C

(t)
j if there is an evolving chain

C
(t−k)
i → C

(t−k+1)
x , . . . ,→ C

(t)
j (k ≥ 1)

4 Core Node Detection Algorithm

As discussed above, core nodes are of greatest importance in our evolution al-
gorithm, so its preparation work, selecting core nodes from a community, is a
key step. The structure of a community is too dynamic and unpredictable to set
an empirical threshold to distinguish core nodes from ordinary ones. Unlike [10],
the following method concentrates on not only effectiveness but also parameter
free.

A node can be weighed in terms of many aspects, such as degree, between-
ness, Page Rank and so on. Generally, the higher a node’s weight is, the more
important it is in a community. One of these methods can be chosen to give a
node Ni a weight value W (Ni) according to practical requirements.

In our algorithm, both the community topology and the node weight are
considered as critical factors to distinguish core nodes from ordinary ones. In
Algorithm 1, we present the whole algorithm.

Fig. 1. Core detection illustration. Note that a node weight is not equal to its degree.

The basic idea behind the algorithm is similar to a vote strategy. For each
node Ni, its centrality is evaluated by those nodes linked with it. Assuming
that W (Ni) is higher than the weight of a linked node, W (Nj), then Ni is
considered as a more important node than Nj, so Ni’s centrality value should
be incremented by a specified value while Nj ’s value is reduced by a specified
value. Here, |W (Ni)−W (Nj)| is employed to represent the centrality difference
between two nodes. Through the “vote” of all round nodes, if Ni’s centrality is
nonnegative, it is regarded as a core node. Otherwise, it is just an ordinary node.

As Fig. 1 shows, the number in a node indicates the node weight, eg. W (N8) =
5. The running result is that Cen(N7) = 36, Cen(N8) = 16 whereas Cen(N9) =
−6,Cen(Ni) = −5, i ∈ [1, 6],Cen(Nj) = −4, j ∈ [10, 13]. Therefore, the core set
are {N7, N8}.



CommTracker: A Core-Based Algorithm of Tracking Community Evolution 233

Algorithm 1. Core Detection Algorithm
Require: a community C with n nodes
Ensure: Core(C)
1: procedure CoreDetection

2: if W (N1) = W (N2) = . . . = W (Nn) then
3: return C
4: end if
5: Cen(Ni) = 0, i ∈ [1, n]
6: for every edge e ∈ Edge(C) do
7: Ni,Nj are nodes connected with e
8: if W (Ni) < W (Nj) then
9: Cen(Ni) = Cen(Ni)− |W (Ni)− W (Nj)|
10: Cen(Nj) = Cen(Nj) + |W (Ni)− W (Nj)|
11: end if
12: if W (Ni) ≥ W (Nj) then
13: Cen(Ni) = Cen(Ni) + |W (Ni)− W (Nj)|
14: Cen(Nj) = Cen(Nj)− |W (Ni)− W (Nj)|
15: end if
16: end for
17: coreset = {}
18: for every node Ni ∈ Node(C) do
19: if Cen(Ni) ≥ 0 then
20: input Ni into coreset;
21: end if
22: end for
23: return coreset
24: end procedure

In general, Algorithm 1 is effective to detect core nodes in a small network
scope, like community, where node distances are no more than 3 hops and each
node has large probability to connect to all other ones. The core detection algo-
rithm requires O(Edge(C)) for each community.

5 Core-Based Algorithm of Tracking Community
Evolution

Our algorithm to be introduced heavily relies on core nodes instead of the over-
lapping level of nodes or edges between two communities. A good example is
the co-authorship community where core nodes represent famous professors and
ordinary ones are other students. The research interest of professors is usually
that of a whole community. Moreover, it is harder for professors to change their
research interest than for those ordinary students. Thus, taking advantage of
not all nodes that include those high fluctuating ones but these representative
and reliable core nodes, will be more accurate and effective to track community
evolution.
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T. Y. Berger-Wolf and J. Saia propose a method based on the overlapping
level of nodes that C(t+1) is a successor of C(t) if nodeoverlap(C(t), C(t+1)) ≥ s
[11]. However, to set a proper s is challenging for users. When members of a
community change dramatically and s is given a higher value, C(t+1) will be
considered to disappear because of too low overlapping level between them, but
in fact C(t+1) still exists. Otherwise, if s is set a bit low, doing so will give
irrelevant communities more opportunities to become the successors of C(t),
leading to “successors explosion” and masking those real successors.

G. Palla and A. L. Barabási provide an approach utilizing the overlapping of
edge between two communities[14], but it fails to deal with split and mergence
amongst communities. As there are one C(t) and two C

(t+1)
i , C

(t+1)
j , in snapshot

t and t + 1 respectively, if the edge overlapping level between C(t) and C
(t+1)
i

is higher than that between C(t) and C
(t+1)
j , C

(t+1)
i becomes the successor of

C(t) while C
(t+1)
j is considered as a new born community. Actually, C(t) may

split into two parts. The similar problem also exists in the process of community
mergence.

The disadvantage of both methods discussed above is to treat all nodes or
edges in an unprejudiced way and it is not accorded with the reality where
different nodes or edges have different influences. Our method has deeply paid
attention to such a difference so that it puts emphasis on core nodes.

Fig. 2. Community Evolution illustration: core nodes are dark and ordinary ones light.
As we seen, (1) in snapshot t + 1, C(t+1) contains two core node N1,N2 of C(t). (2)
Node N3 has also been in C(t−m), an ancestor of C(t). Therefore, C(t+1) becomes the
succeeding community of C(t). In practice, if C(t) has no ancestor, then communities
satisfying the first condition will become C(t)’s successors automatically.

The basic thought of our algorithm can be described as:
C

(t)
i → C

(t+1)
j if and only if (1) at least one core node of C

(t)
i appears in

C
(t+1)
j , that is, Core(C(t)

i ) ∩ Node(C(t+1)
j ) �= ∅ (2) at least one core node of

C
(t+1)
j must appear in some ancestor community of C

(t)
i , that is, there exists

one C
(t−m)
k , C

(t−m)
k ⇒ C

(t)
i , Node(C(t−m)

k ) ∩Core(C(t+1)
j ) �= ∅. (see Fig. 2)

For the first condition, it is reasonable to consider C
(t)
i ’s core nodes appear

in some succeeding community C
(t+1)
j , due to the representative quality of core
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Algorithm 2. Community Evolution Algorithm

Require: a specified community C
(t)
i and all the communities in the snapshot t+ 1

Ensure: Evol(C
(t)
i )

1: procedure Community Evolution

2: Evol(C
(t)
i ) = {C

(t)
i }

3: Core(C
(t)
i ) = CoreDetection(C

(t)
i )

4: for every community C
(t+1)
j in snapshot t+ 1 do

5: Core(C
(t+1)
j ) = CoreDetection(C

(t+1)
j )

6: if Core(C
(t)
i ) ∩ Node(C

(t+1)
j ) �= ∅ and Node(C

(t−m)
k ) ∩ Core(C

(t+1)
j ) �= ∅

and C
(t−m)
k ⇒ C

(t)
i then

7: establish the relationship C
(t)
i → C

(t+1)
j

8: Evol(C
(t+1)
j ) = Community Evolution(C

(t+1)
j )

9: Evol(C
(t)
i ) = Evol(C

(t)
i )∪Evol(C(t+1)

j )
10: end if
11: end for
12: return Evol(C

(t)
i )

13: end procedure

nodes. As to the second condition, if some community C
(t+1)
j wants to become

the succeeding one of a specified community C
(t)
i , it must suffice that its core

nodes appear in some ancestor of C
(t)
i , because of the stable quality of core

nodes, that is , core nodes do not appear suddenly without any evidence in the
past snapshots.

We describe the whole algorithm in Algorithm 2.
From the aspect of successors and predecessors, we provide a very straight-

forward way to identify community split, community mergence, community
birth and community death. Note that they are four phenomena that occurs in
a single evolution trace.

– Community Split: a community has more than one successor.
– Community Mergence: a community owns more than one predecessor.
– Community Birth: a community has no predecessor.
– Community Death: a community has no successor.

Under the precondition that there is an index table which maps a node to
those communities containing it, the running time of CommTracker requires
about O(Qcom ·Rmax +Qcom ·Rmax ·S) = O(Qcom ·Rmax ·S), where Qcom is the
quantity of all communities, Rmax means the maximum quantity of core nodes
in a community and S is snapshot quantity.

6 Evolution Traces Intersection

It is rare that a community evolves alone, without any intersection with other
communities. In general, one research community will frequently communicate



236 Y. Wang, B. Wu, and X. Pei

with others of a similar domain to obtain relevant information. From the as-
pect of evolution traces, if a community C

(t)
i appears in two or more evolu-

tion traces, such a community is regarded as a shared community. Performing
the statistics of the quantity of shared community accurately is helpful for us
to make knowledge of events happened among community evolutions. In the
co-authorship network, shared communities are reflected as the collaboration
events of research groups in a specified time. As Fig. 3 shows, we discover
two evolution traces, Evol(C(t+1)

1 ) = {C(t+1)
1 , C

(t+2)
2 , C

(t+3)
3 , C

(t+4)
1 , C

(t+5)
2 } and

Evol(C(t+2)
1 ) = {C(t+2)

1 , C
(t+3)
1 , C

(t+3)
2 , C

(t+4)
1 , C

(t+5)
1 }. Obviously, C

(t+4)
1 is a

shared community locating in both Evol(C(t+1)
1 ) and Evol(C(t+2)

1 ) but C
(t+4)
1

can not be considered as a mergence community because it lies in two different
traces.

Fig. 3. Evolution traces intersection

Here, we give the definition of community age as follows:

Definition 3. (COMMUNITY AGE). For a community lying in a single evo-
lution trace, its age is time span between the birth snapshot and the current
snapshot. But for a community locating in two or more traces, that is, a shared
community, the longest value of its time spans is set as its age.

For example, in Fig. 3, C
(t+3)
3 ’s age is 3. C

(t+4)
1 is a shared community, whose

ages are 4 and 3 in Evol(C(t+1)
1 ) and Evol(C(t+2)

1 ) respectively.Thus, we set 4
as C

(t+4)
1 ’s age.

7 Experimental Evaluation

The datasets we consider are (1) the half year list of articles in Cornell Univer-
sity Library e-print condensed matter (cond-mat) archive spanning 14 years, over
30,000 communities (http://cn.arxiv.org); (2) the controlled terms related to com-
puter in EI village from 1993 to 2006 (http://www.engineeringvillage2.org.cn);
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(3) ENRON email dataset over 3 years (http://www.cs.cmu.edu/enron/); (4) the
records of phone calls between customers of a mobile phone company spanning 20
weeks in one province. Nan Du’s ComTector is employed to detect communities
[4]. (The detailed information is seen in Table 1)

Table 1. Dataset summary

dataset cond-mat EI terms Enron mobile phone

time span 14 years 14 years 144 weeks 20 weeks

snapshot 0.5 year 1 year 1 week 2 weeks

average community number 1164 133 60 5794
per snapshot

evolution trace number 20101 979 5023 14177

average community size 5 13 11 100

core number per community 2 4 2 6

running time 8s 2s 23s 1551s

node construction authors controlled terms persons persons

edge construction collaboration appearances email call
events in the same article events events

7.1 The Cond-Mat Dataset

The weight of each node is calculated in a rational way that if one paper has n
authors, then each of them will get the weight of 1/n.

To make knowledge of community member stability, we use a function MS,
similarly defined in [14], to quantify the relative member stability rate between
two success communities:

MS(C(t)) =
C(t) ∩ (C(t+1)

1 ∪ C
(t+1)
2 . . . ∪C

(t+1)
n )

C(t) ∪ (C(t+1)
1 ∪ C

(t+1)
2 . . . ∪C

(t+1)
n )

(1)

where C(t) → C
(t+1)
i (i ∈ [1, n]) and C(t) represents Node(C(t)) in brief. The

member stability of an evolution trace is the average value of all contained
communities’ MS, except those without successors.

Fig. 4 a(1) indicates that longer life evolution traces change at a higher rate
while those with shorter life span alter at a lower rate. The result above suggests
that if a community is too stable to absorb new members, it will die very quickly,
while a community persists for a longer duration if it is capable of dynamically
altering their memberships. From Fig. 4 a(2), it is obvious that larger communi-
ties trend to live a longer lives. Two conclusions above are consistent with those
revealed in [14] under the same dataset.

Fig. 4 a(3) and (4) uncover what communities are likely to split or merge. Here,
we first define a criterion called “core united coefficient”(CUC) to measure the
cluster degree amongst core nodes. Its definition is as follows:

CUC =
2× |{e|e is a edge and both its nodes are core}|

|Core(C)| × (|Core(C)| − 1)
(2)
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A low CUC somewhat suggests that leaders in the community actually work
in a mutual independent way, leading to some sub-communities within it while
a high CUC indicates leaders collaborate with each other. As Fig. 4 a(3) shows,
a community whose CUC is high has a low probability to split or merge while a
community with a lower CUC has a higher likelihood of split and mergence in the
next snapshot. In Fig. 4 a(4), the larger size a community has, the higher proba-
bility it will split or merge with. Two phenomena are in accordance with people
’s predictions. Assuming a large community contains small sub-communities,
its structure is so instable as to disintegrate into independent ones in the next
snapshot whereas it is not likely for a small cohesive community to change its
state.
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Fig. 4. Cond-mat dataset and mobile phone dataset. Here, in a(3),a(4),b(3),b(4), the
rectangle line represents split condition and the triangle line represents mergence
condition.

7.2 Mobile Phone Dataset

The enormous dataset contains more than 500 million calling records, from which
we can discover more than 5000 communities in the snapshot of every two week.
The weight of a node is equal to its degree in this case. Four same experiments of
cond-mat dataset are performed and we obtain similar results (See Fig. 4 from
b(1) to b(4)). Again, the first two experiment results coincide with those from
[14] and the correctness of our algorithm is further validated.

7.3 The EI Controlled Term Dataset of Computer

The weight of a controlled term increases by 1 if it appears in one article. A commu-
nity of controlled terms largely represents a research domain, so some community
evolution partly reflects the development situation of a corresponding domain.
Fig. 5 (a) lists some computer research domains and their research durations.
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Fig. 5. Research domains with their durations and Enron key events

7.4 Enron Dataset

In this case, the weight of a node is equal to its degree. As we discuss above, the
emergence of a community shared by several evolution traces partially reflects
those traces’ activeness. In a snapshot, the more shared communities appear, the
more highly active evolution traces will be. Here, we use average evolution trace
number a community locates in to estimate the activeness of a whole network
in some snapshot. For instance, in Fig. 3, values are 1,2 in the snapshot t + 3
and t + 4 respectively. Such a measure helps us to discover those key events of
Enron (See Fig. 5 (b)).

8 Conclusions

We propose a core-based evolution tracking algorithm, which has all of the fol-
lowing properties: (1) it is parameter free; (2) It effectively tracks evolution
traces and further discovers split/mergence points. (3) It is efficient and correct.
We also perform experiments on four real networks (co-authorship network, vo-
cabulary network, email network and mobile call network), by the validation of
which, our algorithm reveals diverse dynamic characteristics of different domains
and discovers key events and research domains.
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Abstract. Recently, A. M. Martinez indicated that, the angle between the eigen-
vector corresponding to the largest eigenvalue of the inter-class covariance and
the eigenvector corresponding to the largest eigenvalue of the intra-class covari-
ance is more crucial to the performance of traditional linear discriminant meth-
ods, furthermore, if the two eigenvectors are parallel, the final results may be
disputable. However, upon careful scrutiny on his assertion, we concluded that
the angle between the two eigenvectors is less decisive to the performance, more
over, the main drawback of traditional linear methods is the inter-class covari-
ance cannot precisely reflect the discriminant information. Simply maximizing
the inter-class covariance in the principle component space may induce the losing
of adjacent class-pair’s contribution. Therefore,we propose the Optimal Linear
Discriminant Analysis(henceforth OLDA)method, which distributes equivalent
authority for each class-pair by employing ”discriminative power”. Besides, we
employ the gradient scheme to derive the feature vectors. Thirdly, to address the
multimodal problem, the pre-clustering mechanism is adopted to ameliorate the
nonlinear structure. We apply our method on a practical face database and a vir-
tual database, the experimental results show the promise of our method.

1 Introduction

Fast and simple to implement, linear dimension reduction methods have been widely
accepted in the fields of pattern recognition and machine learning for decades. For ex-
ample, Principal Component Analysis(henceforth PCA) [1] is to find the optimal pro-
jection directions in the sample space that will maximize the total scatter across all data
points, and Linear Discriminant Analysis(LDA) [2] tries to maximize SB , the inter-
class covariance scatter matrix, and minimize SW , the intra-class covariance simulta-
neously. So the data from different classes are as well separated as possible in a low
dimensional space. However, the LDA method always suffers from the small sample
size problem, then the PCA process is introduced primarily for pre dimension reduc-
tion. The null space based linear discriminant analysis [3]tries to diminish the scatter
within all samples, which can also approach the small sample size problem and get
higher performance, but the huge computational complexity is really insufferable.

C. Tang et al. (Eds.): ADMA 2008, LNAI 5139, pp. 241–249, 2008.
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Fig. 1. In all the figures, the blue solid line represents the first eigenvector of the intra-class
covariance, labeled as v1, while the blue dash line denotes the first eigenvector of the inter-
class covariance, labeled as w1. The final discriminant direction is shown as the red dashdot line,
labeled as d1.

Unfortunately, in spite of being accepted for decades, those linear methods are in-
competent in perfectly approaching even linear problems. A. M. Martinez proposed
that, when the eigenvector corresponding to the largest eigenvalue of the inter-class co-
variance and the eigenvector corresponding to the largest eigenvalue of the intra-class
covariance are parallel, the linear methods may become invalidate [4]. Fig.1 illustrates
their conception, In Fig.1(a), the angle between v1 and w1 is orthonormal, the classifi-
cation result d1 is correct, however, in Fig.1(b), the angle between v1 and w1 is nearly
zero, d1 is no longer competent for classification. They also employ this conclusion to
data clustering analysis [5] and principle components selection scheme [6].

However, after a careful scrutiny on Martinez’s conclusion, there are still some prob-
lems. Firstly, their conclusion neglects the significant function of the eigenvalues, which
signify the extent corresponding to class scatter, and play more important roles than the
angle relationship of eigenvectors. Secondly, even if their contention is true, whether
the angle is orthonormal is definitely not a feasible quantitative rule to be embedded
in relative discriminant algorithms. Return to Fig.1, a three classes problem in Fig.1(c)
and a four classes problem in Fig.1(d) are counterexamples to Martinez’s viewpoint. In
both figures, v1 and w1 are orthonormal, meeting their condition, however, the final
discriminant direction d1 is also incorrect. From Fig.1, we can assert that the angle
between the eigenvectors of the intra-class covariance and the eigenvectors of the inter-
class covariance makes little impact to the robustness of the traditional linear methods.
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Why does LDA invalidate? On intuitional analysis of Fig.1, in kind of similarity,
the final discriminant direction both can’t classify the two mean value adjacent classes.
Upon this perception, simply summing up each inter-class covariance as LDA does
can’t reflect the optimal discriminant information, linear summation of these covari-
ances may induce unjustness of each adjacent class-pair’s contribution. In this paper,
we propose the Optimal Linear Discriminant Analysis method, which employs the dis-
criminative power(defined in Sec.2) to illustrate the discriminant information, it ex-
presses more precisely on class distinction, and moreover, an upper limit can balance
each class-pair’s contribution to the final discriminant direction. Successively, a gradi-
ent based iterative scheme is introduced to get the optimal transformation vector.

The following part of this paper is organized as below: Section 2 redefines the cost
function by introducing the discriminative power. In Section 3, we employ an iterative
scheme to derive the feature vectors. To address the multimodal problems, we com-
bine the clustering method in Section 4. Section 5 gives the experimental results on a
practical database and a virtual one.

2 The Optimal Discriminant Direction

Simply maximize the inter-class covariance in the principal component space, as LDA
does, can’t derive the optimal classification. Therefore, it is necessary to employ an-
other expression to reveal the relationship between the optimal discriminant direction
and each class-pair’s contribution. In this paper, we introduce ”discriminative power”,
which is defined as:

Definition. The class-pair’s inter-class covariance, after eliminating each intra-class
covariance’s influence, versus its original scatter power in the projection space,
can precisely measure each class-pair’s contribution to the final discriminant di-
rection, and it is defined as ”discriminative power”.

Upon the definition above, we propose the mathematical expression of the item ”dis-
criminative power” Dij of class i and class j as below:

Dij =
V T ((µi − µj)(µi − µj)T −Σi −Σj)V

(µi − µj)T V V T (µi − µj)

=
V T ((µi − µj)(µi − µj)T )V
(µi − µj)T V V T (µi − µj)

− Σi

(µi − µj)T V V T (µi − µj)

− Σj

(µi − µj)T V V T (µi − µj)
= Ds −Df −Dg (1)

where Σi and Σj denote the intra-class covariance of class i and j, µ is the mean
vector, V denotes the feature vectors.
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Fig. 2. Fig.2(a) shows two classes, a and b are the central points of each class, cf is the momentary
classification direction during the searching process, cf is the class-pair’s scatter in the projected
low-dimensional space, cd and ef indicate each class’s scatter in the reconstructed space. In
Fig.2, the black solid line denotes the optimal discriminant direction, a, b, c, d are the central
points of each class in the low-dimensional space, individually, moreover, e, f, g, h, i, j are the
corresponding class margin’s mapping on the discriminant direction.

For further understanding of our intention, return to Fig.2(a). LDA utilizes the mean
distance ab in the principle component space to express the discriminant information,
however, this makes the adjacent class-pair unsensible to the direction selecting. While,
the discriminative power tries to select the unoverlapped area de from the total extension
cf of each class-pair. For linear separable data, despite of the class distribution and lying
direction, the length of de is always less than cf , which ensures the upper limit of class-
pair’s discriminative power is no more than 1. Therefore, no matter distant or adjacent
class-pair, their contributions are equivalent to the final discriminant direction.

In LDA, the inter-class covariance can partly reflect the discriminative power, but
not precisely, the simply linear summation may induce the ineffectiveness of the ad-
jacent class-pair. Furthermore, although LDA process tries to avoid the intra-class co-
variance’s disturbance by projecting each point to the principle component space, some
unusual intra-class can’t be minimized by the holistic PCA preprocess, it will affect the
performance more or less. According to Theorem.2, the discriminative power can in-
deed eliminate the influence of each intra-class covariance, and moreover, makes each
class-pair contribute equivalently. According to the discussion above, we propose the
prerequisite for deriving the optimal discriminant direction:

Remark. The discriminative power can reflect the discriminant information more pre-
cisely, therefore, the optimal discriminant direction can be derived by maximizing
each class-pair’s discriminative power.

Upon the discussion above, we propose our definition of the objective function, the
optimal discriminant vector V can be derived from the equation below:
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V = argmax
V

‖
C−1∑
i=1

C∑
j=i+1

V T ((µi − µj)(µi − µj)T −Σi −Σj)V
(µi − µj)T V V T (µi − µj)

‖

= argmax
V

‖
C−1∑
i=1

C∑
j=i+1

Dij‖ (2)

After improving the cost function, avoid being sensible to the distant class-pair’s
distribution, the final discriminant direction is always decided by the data’s integral
distribution. Fig.2 illustrates the synergetic effect of each class-pair’s discriminative
power. Where gh

bc denotes the discriminative power of class2 and class3, similarly, cj
ad

for class1 and class4. In spite of huge disparity in mean distance, the contributions of
this two class-pairs’ are confined by a consistent upper bound 1. Moreover, if the itera-
tive process is prone to diminish the ratio gh

bc for maximizing cj
ad , the numerator part of

Dij will be negative in certain condition, and the denominator part of Dij is nearly zero
simultaneously, the co-effect may result Dij in a considerable negative value, hence
the relative direction is hardly be selected. Therefore, maximizing the summation of
all those class-pairs’ discriminative power pays nearly equivalent attention to each one,
instead of mainly the distant ones.

3 Our Solution

Our OLDA method can address the drawbacks of the traditional methods and find the
optimal objective space for linear separable data. However, due to the influence of the
vector V in the denominator part, we can’t introduce the eigen solution method as
before. Therefore, the gradient descent algorithm has been employed for feature extrac-
tion, this method has been accepted in many fields of both practical and mathematical
optimization processes.

First, for simplification, let Aij = dijd
T
ij −Σi −Σj , and dij = µi − µj , then we

have

Dij =
V T AijV

dT
ijV V T dij

The iterative algorithm are listed as:

1 . Randomly initialize V 0.
2 . Calculate each discriminative power’s derivative towards vector V .

∂Dij

∂V = ( 2Aij

(dij)T V V T dij
− 2V T AijV dij(dij)

T

((dij)T V V T (dij))2
)V

3 . Accumulate the derivatives of each class-pair.
∇ =
∑C−1

i=1

∑C
j=i+1

∂Dij

∂V

4 . Select the proper step value η to adjust the vector V .
V n+1 = V n + η∇

5 . Normalize the vector V n+1 by
V n+1 = V n+1

‖V n+1‖
6 . Update Dn to Dn+1 with V n+1, if D is convergence, Vopt = V n+1,

else go to step 2.



246 W. Yang et al.

40 60 80 100 120 140 160 180 200 220
60

70

80

90

100

110

120

130

140

150

160

170

(a) A three classes problem

0 50 100 150 200 250
0

50

100

150

200

250

(b) A four classes problem

Fig. 3. The OLDA method is employed for solving the problems in Fig.1

It should be pointed out that, the restriction we introduced for accelerating the it-
erative process can also help us avoid the local minimum problem. Different from the
step value fixed strategy, the self-adaptive step is generated upon the global gradient,
which can find the fastest descending direction in each current position. Furthermore,
the restriction tries to select the step value by the global gradient, which avoids local
minimum problem. Fig.3 illustrates the experitmental results on the three class problem
and the four classes problem which LDA is incapable to solve.

4 Solving the Nonlinear Problems

Unfortunately, due to the complexity and diversity, our OLDA method is not suitable
for all nonlinear problems. However, with the perfect solution of the linear separable
data, we can firstly apply the traditional clustering approach to divide each nonlinear
class into several single Gaussian distributions, and then perform our OLDA method
for solving linear problems.

Generally speaking, an underlying distribution of data can be properly approximated
by a mixture of Gaussian models with cluster analysis. To divide each class into several
single Gaussian subclasses, a new spectral clustering method proposed by Lihi Z.M. &
Pietro P. [7] is introduced. Assuming that the eigenvector X ∈  n×C in an ideal case is
polluted by a linear transformation R ∈  C×C , the method can recover the rotation R
through a gradient descent scheme, the corresponding cost function J to be minimized
is defined as:

J =
n∑

i=1

C∑
j=1

Z2
ij

M2
i

(3)

Where Z is the rotated eigenvector, n is the number of points, C means the possible
group number, Mi = maxj Zij , i and j denote the row and the column of matrix Z,
respectively. As a result, the number of clusters in each class could be automatically
estimated without local minimum. It is noticeable that the spectral clustering method
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can perform quite well even for small sample sizes. The details about the method can
be seen in [7].

5 Experiments and Results

In this section, the FERET face database and a simulated database are used for evaluat-
ing the performance of the proposed algorithm.

5.1 Performance on FERET Database

The FERET database is constituted by 40 different persons, each of them with 10 im-
ages of the face. The FERET database is mainly composed of frontal images, and in this
experiment, all the images are cropped to 30 × 30 pixels for removing the influences
of background and hairstyle. Meanwhile, all the face images are roughly and manually
aligned. For all the experiments, each database is randomly divided into a training set
and a test set without overlapping. The 1-NN (nearest neighbor) classifier will be em-
ployed for classification as soon as the data is reduced to the discriminant subspace. All
the reported results are the average of 100 repetitions under the mentioned procedure.
The experimental results are shown in Fig.4.
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Fig. 4. Experiments on FERET database

In Fig.4(a), we try to evaluate the OLDA method’s competence in dimension re-
duction, we give a comparison of each discriminant algorithm, such as PCA, LDA,
with the proposed OLDA and clustering based OLDA method. The number of training
samples per class is manually set as 5, the others are for testing. In our experiment,
the dimension in reconstructed space is designated from 1 to 50, nonlinearly. It is not
difficult to see that the accuracy based on the proposed OLDA algorithm always out-
performs the other two algorithms, especially when projected to the low dimensional
space. Fig.4(b) evaluates the influence of variable training samples. In this experiment,
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the training samples per class is manually set from 2 to 9 gradually, for recognition.
Totally, the OLDA algorithm obtains a considerable improvement compared to other
linear algorithms. However, with the increasing of training samples, the superiority of
OLDA fades a little, that is mainly because of the single Gaussian assumption of OLDA
method. To conquer the disadvantage of the OLDA method, we can introduce the cluster
analysis scheme like Clustering based OLDA method does, whose self tuning clustering
scheme can precisely divided each class into single Gaussian clusters.

5.2 Performance on Synthetic Database

For further evaluation on the discriminant ability of the proposed OLDA algorithm un-
der the non-single Gaussian situation, a simulated database is introduced for test. Here
200 samples from five different 40-dimensional (d = 40) Gaussian classes were gener-
ated. The i-th sample of the c-th class is generated as xi = Bcc + µc + n, where xi ∈
 40. And each element of random matrix Bc ∈  40×30 is generated fromN (0, I), c ∈
N30(0, I), n ∈ N40(0, I). The mean of five classes are µ1 ∈ 4[

−→
1 40]T , µ2 ∈ 4[

−→
0 40]T ,

µ3 ∈ −4[
−→
0 20

−→
1 20]T , µ4 ∈ 4[

−→
1 20

−→
0 20]T , µ5 ∈ −4[

−→
1 10

−→
0 10

−→
1 10

−→
0 10]T respectively.

To delicate the performance on no-Gaussian covariance, we give a contrast of the clas-
sical LDA algorithm and the OLDA algorithm. The experimental results are shown in
Fig.5.
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Fig. 5. Experiments on virtual database

In Fig.5(a), both the performance of LDA and OLDA algorithm doesn’t fluctuate
much with the change of dimension, and, they all reach stable performance when the
reconstructed dimension is about 4. But, in general, our OLDA method can get a 20%
higher recognition rate compared with LDA . Fig.5(b) gives a intuitional expression of
the two algorithm’s performance with the increasing of training samples per class. In
most of the conditions, our OLDA method can outperform LDA in about 15% , espe-
cially when the number of training samples per class is less than 10, the OLDA can get
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a higher classification rate at nearly 70%, while, LDA only gives about 35%. There-
fore, even when dealing with non-Gaussian covariance problems, our OLDA method
can also outperform LDA in most situations.

6 Conclusion

In this paper, we elaborate why LDA invalidates in some particular situations, the main
reason is that it overly emphasizes on the distant class-pair’s contribution to the final
discriminant direction. According to the analysis, we redefine the criterion for classifi-
cation, each class-pair’s weight is equally concerned by employing the discriminative
power. Furthermore, a gradient based scheme is introduced for iterative solution. Upon
experiments on both virtual and face database, we can conclude that, our OLDA method
can outperform the other linear methods, especially when the training samples are not
sufficient.
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Abstract. Generic computer virus detection is the absolute need of the hour as 
most commercial antivirus products fail to detect unknown and new Windows 
PE viruses. Motivated by the success of immune-based techniques in intrusion 
detection systems, recent research in detecting computer viruses is directed to-
wards devising efficient non-signature-based techniques. We observe that each 
Windows PE virus whether or not it is encrypted must have a relocation module 
to relocate its variables or constants in the infected programs. Due to its unique 
characteristic, the virus relocation module can be extracted as an antibody in the 
immune systems to detect the specific antigens. In this paper, we presented a 
novel Windows PE virus detection approach that draws inspiration from artifi-
cial immune system and the structure of the relocation module of the virus. The 
structure of Windows PE virus is sufficiently analyzed. The dynamic evolution 
of self and nonself, the presentation of the antigen, and the generation of the an-
tibody are proposed. The experiment is conducted and its results indicate that 
this approach not only has relatively higher detection rate of unknown Windows 
PE virus than the earlier known methods, but also has better capability of self-
adaptive and self-learning.  

Keywords: computer immune system, PE virus detection, relocation module, 
virus gene pool. 

1   Introduction 

The ever-increasing computer viruses have caused huge economic losses since the 
advent of computer viruses [1] [2]. Most signature-based antivirus products are effec-
tive to detect known viruses but not unknown viruses or viruses’ variants, which 
makes them often lag behind viruses. In other words, antivirus often takes remedial 
measures to recuperate damage caused by viruses, not preventive measures to control 
viruses before they occur, and not strictly effective measures to block viruses’ propa-
gation during their epidemic. 

Since most computer viruses are platform-dependent, they can operate only on a 
single operating system. With the operating system transforming from DOS to Win-
dows, most previously DOS computer viruses cannot work in the new environment 
and Windows viruses including Windows macro virus, Windows script virus, and 
Windows PE virus are becoming more and more popular. However, Windows macro 
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viruses gradually decrease with the security enhancements of Microsoft's Office suite, 
and so do Windows script viruses because of the security enhancements of IE 
browser. Unlike them, the ever-growing PE (Portable Executable) viruses are easy to 
propagate between different platforms and are difficult to detect by antivirus because 
of their portable file format. In addition, PE viruses have become the favorite target of 
most virus writers who exhibit their techniques in the virus community. All these 
actions led to the development and upgrade of PE viruses, which makes the antivirus 
more and more difficult to detect them, let alone to remove them. 

As for Windows PE virus detection, antivirus researchers put forth different ap-
proaches in literature. Xu et al. [3] proposed an API sequence based scanner for po-
lymorphic malicious executable. This approach rests on an analysis based on the 
Windows API calling sequence that reflects the behavior of a piece of particular code. 
Although it could achieve good experiment results, the construction of the API calling 
sequences and the similarity measurement between the two sequences take too much 
computational time. Reddy et al. [4] presented an n-gram based computer virus detec-
tion, which combines several classifiers using Dempster Shafer Theory for better 
classification accuracy. But the training time is too much to apply to the antivirus 
applications. Tesauro et al. [5] developed a neural networks based method for com-
puter virus recognition, which they deployed the neural network as a commercial 
product in IBM. Zhang et al. [6] proposed a Bayesian theory based method for un-
known computer virus detection, which used the difference between the normal pro-
grams and suspicious programs to probably recognize unknown viruses. Wang et al. 
[7] proposed a support vector machines based approach for unknown virus detection. 
Zhang et al. [8] proposed a k-nearest neighbor algorithm based method for unknown 
virus detection. Chen et al. [9] presented a program behavior based method for un-
known virus detection. Schultz et al. [10] proposed a data mining based approach for 
new virus detection. From the technical point of view, the approaches mentioned 
above are complex for two reasons. First, lots of malicious and benign codes as train-
ing dataset are difficult to collect. Second, they would consume lots of times when 
training the classifiers. 

To improve the performance of the detector mentioned above and to effectively de-
tect Windows PE viruses, a novel immune based approach for unknown Windows PE 
virus detection is proposed. Experiments were conducted and results show that this 
approach has better efficiency in the detection of known and unknown Windows PE 
viruses than the others.  

In the following sections, we first describe the logical structure of Windows PE vi-
rus in section 2. Then we introduce the theory of our detection model which includes 
the detection process, the evolution of self and nonself, the antigen presenting and the 
generation of the antibody in section 3. Section 4 shows the implementation and ex-
periment results. We state our conclusion in Section 5. 

2   The Logical Structure of Windows PE Virus 

PE (Portable Executable) is the native file format of Win32 and its specification is 
derived somewhat from the Unix COFF (Common Object File Format). The meaning 
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of "portable executable" is that the file format is universal across Win32 platform: the 
PE loader of every Win32 platform recognizes and uses this file format even when 
Windows is running on CPU platforms other than Intel. Windows PE viruses take 
advantages of the PE file format to spread themselves among different Win32 plat-
forms. Generally speaking, a Windows PE virus must include the following modules 
[11] to better infect other host programs, namely, the relocation module, the module 
of obtaining API address, the module of searching target files, the module of mapping 
file to the memory, the module of adding new section to infected files, and the module 
of returning to the target file. The logical structure of Windows PE virus is shown in 
Figure 1. We will briefly introduce them below. 

 

Fig. 1. The logical structure of Windows PE virus 

2.1   The Relocation Module 

Normal programs do not concern the location of variables or constants, because their 
locations in the memory were well calculated when compiled by the compiler pro-
gram. Therefore, when programs are loaded into the memory, they do not need to 
relocate the position of variables or constants used in them. The variables or constants 
are directly used by their names. Similarly, the virus programs also use variables and 
constants. But the locations of virus variables or constants vary with the infected host 
programs, because of their attachment to different host programs resulting in different 
positions of the virus variables or constants when loaded in the memory with the host 
programs. Since these variables or constants do not have fixed addresses, the virus 
must rely on itself to relocate these addresses to normally access to the relevant re-
sources when executed in the memory. Therefore, the Windows PE virus must have  
an inherent relocation module, which is usually at the beginning of the virus program 
with less code and little change, so as to be correctly executed in the Windows plat-
form. In this study, we extract the relocation module as a gene from the virus to pro-
duce antibodies to detect unknown Windows PE virus.  
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2.2   The Module of Obtaining API Address 

Windows programs generally run in Ring 3, the protection mode in the Windows 
operating system. The system API calls achieve through the dynamic link library in 
the Windows. Generally, normal programs have an import address table, inside which 
the actual addresses of API functions are. Thus, when being called by the program, 
the corresponding API functions addresses can be found in the import address table of 
the Windows PE file. 

However, the Windows PE virus has only a code section, which does not include 
the import address table so as to reduce the virus source code. Unlike the normal 
programs, the Windows PE virus program can not directly obtain the address of API 
functions, and must firstly identify these addresses in dynamic link library. Therefore, 
the Windows PE virus must have such module that can obtain the addresses of Win-
dows API functions called by the virus.  

2.3   The Module of Searching Target Files 

In order to spread themselves, a virus must have to continuously search target docu-
ments to implement its infection to expand its influence. Therefore, the Windows PE 
virus needs a target files searching module. 

2.4   The Module of Mapping File to the Memory  

Memory-mapping-file provides a group of independent functions that are the associa-
tion of a file's contents with a portion of the virtual address space of a process. Proc-
esses read from and write to the file view using pointers, just as they would with 
dynamically allocated memory. The use of file mapping improves efficiency because 
the file resides on disk, but the file view resides in memory. In this way, the computer 
virus can quickly infect target files to reduce the possession of system resources. 
Therefore, the Windows PE virus generally has a memory-mapping-file module. 

2.5   The Module of Adding New Section to Infected Files 

The most effective way to infect target files for the Windows PE virus is to add a new 
section to host programs. While adding a new section to the target file, the virus must 
modify the start code in the place of AddressOfEntryPoint so as to firstly execute the 
virus code. Therefore, the Windows PE virus generally has the module of adding new 
section to infected files. 

2.6   The Module of Returning to the Target File 

In order to improve the viability, the virus should not destroy the infected target files. 
When infecting the target files, the virus should preserve the original value of Addres-
sOfEntryPoint. After the execution, the virus should jump back to the original value 
of AddressOfEntryPoint to hand over control to the target files. Therefore, the Win-
dows PE virus generally has the module of returning to the target file. 
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3  The Immune-Based Detection Theory 

The main function of the immune system is how to distinguish between self and non-
self [12], and thereafter protect self and kill nonself. Similarly, the main function of 
the computer virus detection system is how to discriminate viruses from benign pro-
grams. Given the similarity of the two systems, the computer virus detection system 
can draw inspirations from the immune system, so as to achieve better detection effi-
ciency. We will elaborately introduce the immune-based approach below. 

3.1   The Detection Process 

The detection process of our approach consists of the following steps. Firstly, the 
relocation modules are extracted as virus genes from the viruses by antigen-
presenting. Secondly, the qualified antibodies are generated from the virus genes 
through   negative selection. Finally, the generated antibodies are used to detect the 
known and previously unknown viruses. The logic detection processes are shown in 
Figure 2. 

 

Fig. 2. The detection process 

3.2   The Dynamic Evolution of Self and Nonself 

In this study, Self is defined as the protected files, and Nonself suspicious files. Sup-

pose AG is a question domain, that is, AG = 
1

i

i

H
∞

=
∪  , and H= (0,1,2,…, 9, A, B, C, 

D, E, F), a hexadecimal number set, i the positive integer. Self and Nonself satisfy the 
following conditions, respectively, that is, Self ⊂ AG, Nonself ⊂ AG, Self ∪ Nonself 
=AG, Self ∩ Nonself = ∅ . 

In the immune systems, the self and nonself are dynamic changing with the interac-
tion between them. Similarly, the self and nonself in the computer immune systems 
change with the infection and the effect. In other words, a self becomes a nonself with 
the infection, and a nonself becomes a self with the repair. The dynamic evolutional 
equations of Self and Nonself are as follows. 

in t , 0
( )

( 1) ( ) ( ), 1
i ial

del new

S t
Self t

Self t Self t Self t t

=⎧
= ⎨ − − + ≥⎩

   (1) 

( ) { | ( 1) ( 1) , }delSelf t s s Self t y SA t s y Match= ∈ − ∧ ∃ ∈ − ∧ < >∈   (2) 

( ) { | ( 1) ( 1) , }newSelf t s s Nonself t y SA t s y Match= ∈ − ∧∀ ∈ − ∧ < >∉  (3) 



 A Novel Immune Based Approach for Detection of Windows PE Virus 255 

in t , 0
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( 1) ( ) ( ), 1
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del new
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Nonself t
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=⎧
= ⎨ − − + ≥⎩
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( ) ( )del newNonself t Self t=   (5) 

( ) ( )new delNonself t Self t=  (6) 

where 
Sinitial is the Self initial set that is composed of 500 normal Windows system files;  
Selfdel is the Nonself set that has removed from the Self set; 
Selfnew is the new generated Self set that are previously in the Nonself set, but are 

removed from it because of their non-matching with any antibodies; 
NSinitial is the Nonself initial set that are suspiciously infected by the viruses. 

3.3   The Antigen-Presenting 

The antigen-presenting is the process that extracts viruses’ genes (virus relocation 
modules) from the suspicious files to form virus gene pool. The reasons why we 
choose relocation modules as virus genes are as follows. Firstly, the Windows PE 
virus relocation module is usually at the beginning of virus source code, and al-
ways small and little changed code easy to extract. Secondly, the other modules in 
the Windows PE virus such as the module of obtaining the API address, the mod-
ule of searching target files and the module of memory-mapping file are also used 
in the normal programs. Thirdly, the module of adding a new section the infected 
files is extremely complex and difficult to analyze, though it is generally not found 
in the normal programs. The normally relocation module of the virus is shown in 
Figure 3. We extract the hex codes E8000000005B81EB2E1F4000 as the virus 
gene by anti-presenting. 

.text: 00401F29        E8 00 00 00 00            call    $+5 

.text: 00401F2E         loc_401F2E: 

.text: 00401F2E       5B                                pop     ebx 

.text: 00401F2F        81 EB 2E 1F 40 00     sub     ebx, offset loc_401F2E 
 

Fig. 3. The relocation module of the virus 

The virus gene pool through the antigen-presenting is defined as follows.  
32

8

V={v|v  |v|=i v=Ap(x ) }i

i

H Nonself
=

∈ ∧ ∧ ∈∪  (7) 

where 
Ap (x) is the antigen-presenting function; 
v is the virus gene extracted from the virus relocation module, whose length is be-

tween eight and thirty-two hexadecimal codes. 
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3.4   The Generation of the Antibody 

The acquired immune system that can protect against the specific viruses is generally 
acquired through vaccination to generate specific antibodies. The antibodies in this 
study are generated from the extraction of the vaccines in the virus gene pool, which 
are the virus genes obtained by antigen-presenting. Then, the detectors are generated 
from the antibodies to detect the viruses. For example, we will generate the detector 
E8000000005B from the virus gene pool.  The detector set is defined as follows. 

32

8

{ , | , }i

i

D d affinity d H affinity N
=

= < > ∈ ∈∪  (8) 

where 
d is the antibody; 
affinity is the match between the antigen and the antibody. 

3.5   The Detection of Windows PE Virus 

After the detectors were generated, they can effectively detect Windows PE viruses. 
During the detection, the antigen whose affinity with the antibody is larger than the 
threshold value will be regarded as a virus. The dynamic evolutional equations of the 
antibodies and the detection of Windows PE viruses are as follows. 
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where 
SA is the specific antibody set; 
SAnew is the new generated antibody set, whose affinity with self is greater than the 

threshold value β; 
fmatch is the matching function between antibody and antigen; 
faffinity is the affinity function between antibody and antigen; 
Match is the set consisting of the antigens and the antibodies matched by the anti-

gens; 

ijθ is the affinity value; if there is a matching between an antibody and an antigen, 

the value is 1, otherwise 0;  
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Lv is the vaccine length; 
Ly is the antigen length. 

4   Experiment and Results 

The experiment was conducted in the computer virus and anti-virus laboratory, com-
puter network and information security Institute of Sichuan University. Since there is 
no benchmark data set available for the detection of computer viruses unlike intrusion 
detection, the data sets including 100 viruses and 500 benign executables were col-
lected from the website VX Heavens [13] and from system32 folder in Windows, 
respectively. The main goal of the experiment is to test the detection rate of known 
and unknown viruses and false-positive rate of the normal files. The experimental 
results are shown in Figure 4. Figure 4 shows that the detection rate of the Windows 
PE viruses is 97%, the omitting rate is 3%, and the false-positive rate (misidentifica-
tion of legitimate programs as viruses) is only 3.6%. The good experimental result can 
own to the detectors generated from the relocation module that is the indispensable 
part of Windows PE viruses, which make them accurately detect Windows PE viruses 
with higher detection rate. The detectors can detect most of Windows PE viruses 
except the shelled and encrypted ones. Since the shelled and encrypted viruses were 
protected by the shell and the inner binary codes including the relocation part were 
disturbed with encryption, the detection of them will result in the omitting rate. 
Meanwhile, some legitimate system programs comprise the relocation module that in 
turn leads to false-positive rate. 

In order to test the performance of the proposed approach, we conducted the re-
lated comparison experiments with the currently most mature antivirus technologies 
including the Kingsoft 2008, Panda 2008, KV 2008, Eset NOD32 and Kaspersky 7.0.  

The comparison experiments results are shown in Figure 5 that the detection rate of 
our proposed approach is 97%, Eset NOD32 94%, Kaspersky 7.0 88%, Panda 2008 
67%, Jiangmin KV2008 55%, and Kingsoft 2008 44%. Since most antivirus  
technologies are signature-based, they can only detect known computer viruses, and 
need to be updated frequently for its effectiveness. If their signature databases do not 
 

 
Fig. 4. The experiment results of our approach 
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Fig. 5. The comparison experiments results 

include a previously unknown virus signature, they cannot detect it. As a result, they 
have the higher detection rate of known viruses but lower detection rate of previously 
unknown viruses. Unlike them, our approach is non-signature-based technology, 
which can detect known and previously unknown viruses. The results indicate that our 
proposed approach has higher detection rate than the others, and efficiently testify the 
validity of our proposed approach. 

5   Conclusions and Future Work 

The Windows PE viruses have become an intriguing target of most virus writers, 
which leads to the continuously upgrade of the Windows PE viruses. At the same 
time, the currently antivirus is impossible to effectively detect unknown Windows PE 
viruses for most of them are signature-based. We draw inspirations from the immune 
system and the relocation module of the virus source code, and proposed the immune 
based approach for detection of the Windows PE viruses. The experimental results 
show that the proposed approach which is non-signature-based not only has a high 
detection rate, low false-positive rate and low omitting rate, but also its efficiency is 
better than the currently mature antivirus products. 

The future work will improve the detection to take into account shelled informa-
tion, and extend the analysis to the DLLs and unknown worms, which are presently 
the most threat to the computer network systems. 
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Abstract. We present an application of genetic algorithms to search the
space of model building parameters for optimizing the score function or
accuracy of a predictive data mining model. The goal of predictive mod-
eling is to build a classification or regression model that can accurately
predict the value of a target column by observing the values of the input
attributes. The process of finding an optimal algorithm and its control
parameters for building a predictive model is a non-trivial process be-
cause of two reasons. The first reason is that the number of classification
algorithms and its control parameters are very large. The second reason
is that it can be quite time consuming to build a model for datasets
containing a large number of records and attributes. These two reasons
makes it impractical to enumerate through every algorithm and its possi-
ble control parameters for finding an optimal model. Genetic Algorithms
are adaptive heuristic search algorithm and have been successfully ap-
plied to solve optimization problems in diverse domains. In this work,
we formulate the problem of finding optimal predictive model building
parameter as an optimization problem and examine the usefulness of ge-
netic algorithms. We perform experiments on several datasets and report
empirical results to show the applicability of genetic algorithms to the
problem of finding optimal predictive model building parameters.

1 Introduction

Predictive Modeling is considered to be one of the most used data mining tech-
nology and has been applied to many engineering and scientific disciplines. The
objective of predictive modeling is to a build a model from historical data as-
signing records into different classes or categories based on their attributes. A
model is learned using the historical data and is then used to predict member-
ship of new records. One of the fields in the historical data is designated as the
target or class variable, and the other fields in the dataset are referred to as the
independent variables (inputs or predictors).

There are several methods that fall under the group of classification-based
predictive modeling algorithms.The range of classification methods include deci-
sion trees, neural networks, support-vector machines, bayes methods and nearest

C. Tang et al. (Eds.): ADMA 2008, LNAI 5139, pp. 260–271, 2008.
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(a) (b)

Fig. 1. (a) Decision Tree built using J48 learning scheme with the value of binary split
control parameter set to false. (b) Decision Tree built using J48 learning scheme with
the value of binary split control parameter set to true.

neighbor approach. Amongst the various classification methods, decision tree is
arguably the most popular technique for predictive modeling. Many tree-building
algorithms have been proposed in the literature and the various algorithms differ
from each other in terms of their splitting criteria, pruning techniques, handling
of missing values and continuous variables. Some of the algorithms used to build
decision trees include ID3 [Qui86], C4.5, C5.0, SLIQ, CART (Classification and
Regression Trees) and CHAID (Chi-square Automatic Interaction Detector).
Each of these algorithms have several tuning parameters which can be varied and
has an effect on the generated model. For example, the J48 algorithm, provided
in the popular open source machine learning tool Weka [WF05], for generating
an un-pruned or a pruned C4.5 decision tree has many tuning parameters. A user
can set the value of a parameter called as binary splits to true or false. Similarly,
the user has freedom to set values for other tuning parameters such as the usage
of laplace option or sub-tree raising. The various algorithms to build predictive
models combined with their respective tuning parameters results in a very large
number of ways in which a model can be built. Applying different algorithms
and their tuning parameters will result in a large number of potentially different
models having potentially different predictive accuracy, precision and size.

Figures 1a and 1b illustrates two different models that we obtained by apply-
ing the J48 algorithm implemented in Weka. For the models shown in Figures 1a
and 1b, the training data was the same and the values of all tuning parameters
were same except for the parameter binary split. For the model in Figure 1a,
the value of binary split parameter was set to false and for the model in Figure
1b, the value of binary split parameter was set to true. When we supplied same
test data to both models, the accuracy results obtained were different.

There are several studies done in the past to compare various classification
algorithms. A study was initiated by the European Commission under the Stat-
Log project that compared many different classification algorithms on real-word
problems [RKS95]. The authors used datasets from various domains such as
medicine, finance, engineering etc and observed that the performance of an
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algorithms depends critically on the dataset [RKS95]. It is thus important to
find an appropriate algorithm for a particular dataset. A study was done to
review statistical tests for determining whether one classification algorithm is
better than another on a particular learning task [Die98]. The author mentions
that it is one of the most fundamental and difficult question in machine learning
to answer which learning algorithm will produce more accurate classifiers for a
particular dataset and domain [Die98].

The historical data or the input data used to build a model is called as the
training set and in commercial data mining projects it is common to have the
size of training dataset in the order of millions. The time required to build a
predictive model (for example a decision tree model or a neural network model)
increases with the increase in the number of training examples and the num-
ber of attributes in each record. For instance, depending on the computational
resources, it can take several hours to build a predictive model from a train-
ing dataset that contains millions of records where each record contains several
hundred attributes.

The process of building a predictive model is an iterative process where an
analyst tries different mining methods and fine tunes their control parameters
to build several models. The analyst then evaluates the various models obtained
by comparing them on the basis of a user defined objective function. There are
many important factors that need to be considered in deciding whether a learned
model is appropriate to be deployed in an application. One of the parameter to
judge the quality of a model is the classification error which signifies the accuracy
of a model in assigning class labels to new classes. Other criteria can be the size
of the model (for example the depth of a decision tree and the number of nodes in
the tree) and the mis-detection rate for each of the target categories. Two models
can have the same overall accuracy but may differ in their accuracy rates with
respect to each individual categories or target classes. The appropriate model to
select and deploy depends on the nature of the problem. All misclassification or
errors may not be equally serious. For example, consider a situation in which a
model is built for predicting presence of a heart disease in a patient based on his
sugar level, age, gender, blood pressure etc. An error committed in diagnosing
a patient as healthy when one is suffering from life-threatening heart disease
(falsely classified as negative) is more serious than the opposite type of error
where someone is diagnosed as suffering from a heart disease when one is in fact
healthy (falsely classified as positive). If a choice has to be made between two
models having the same overall error rate, then the one which has a low error
rate for false negative decisions should be preferred to classify patients as ill or
healthy. Thus distinguishing among error types is important and typically an
analyst builds several models to decide which one is best suited.

There are thus two problems making it computationally expensive to find
optimal predictive model building parameters. One problem is that the number
of model building parameters are very large. The large number of parameters
makes an exhaustive search infeasible. Other problem is that building a single
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(a)

(b)

Fig. 2. (a) A binary string representation of predictive model building parameters. (b)
An example of selection, crossover and mutation applied to a population of predictive
model building parameters.

model itself can consume a substantial amount of time in cases where the dataset
contains a huge number of records and attributes.

When enumeration over the entire space of solutions is not possible, heuristics
like genetic algorithms and tabu search can be used to find a good solution
which may not be the best solution by sacrificing completeness in return of
efficiency. Metaheuristic search algorithms such as genetic algorithms have been
applied successfully to a number of optimization problems in many engineering
disciplines [Gol89], [HH04], [Mit98]. The work presented in this paper describes
our design and experiences in applying genetic algorithms to search the space
of predictive model building parameters. We present simulation results to show
that genetic algorithms can serve as a useful technique to find a good predictive
model in a reasonable amount of time.

2 Experimental Setup

Genetic algorithms are a rapidly growing area of artificial intelligence, inspired
by Darwin’s theory of evolution. It was invented by John Holland at University
of Michigan in the 1960s and has been shown to work very well on some types of
discrete combinatorial optimization problems. They are less susceptible to get-
ting stuck at local optima than gradient search methods. Our problem requires
searching through a huge number of possibilities in a search space whose struc-
ture is not well known and genetic algorithms have shown to perform well under
such situations.

To carry out search by means of metaheuristic techniques such as genetic
algorithms, several elements of the problem and search strategy must be defined:
a model of the problem and a representation of possible solutions, transformation
operators that are capable of changing an existing solution into an alternative
solution and a strategy for searching the space of possible solutions using the
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Fig. 3. An example mapping a ten bit chromosome into a predictive model building
parameter

representation and transformation operators [Nil71]. We use genetic algorithms
to explore the space of predictive model building parameters with the objective
of finding a learning scheme and its control options that maximizes the overall
accuracy of the classifier.

2.1 A Binary String Representation of Model Building Parameters

It is important to encode the solution and solution space in a format so that
genetic algorithms can be applied. In this section, we present our design of
transforming a model building parameter into a vector of binary variables in a
form applicable to metaheuristic search. The classifier type, learning scheme and
control options required to build a predictive model is represented as a candidate
solution for the metaheuristic search and the objective is to efficiently explore the
space of model building parameters and find a accuracy maximizing classifier.
We represent candidate solutions as a binary string of 0′s and 1′s. We set the
size of a chromosome or a candidate solution to ten bits.

Figure 2a shows chromosomes in a GA population taking the form of bit
strings. Chromosomes are divided into genes (single bits) that encode a particular
element of the candidate solution. As shown in Figure 2a, the first two bits are
used to represent a classifier type. We experiment with four classifier types: tree,
bayes, rules and functions. Based on our encoding scheme, if the first two bits of
a chromosome are 0 then it represents a tree classifier whereas if the first bit is
0 and the second bit is 1 then it represents a bayes classifier. Rules and function
classifiers are represented by 10 and 11.

The next three bits are used to encode learning schemes within a classifier
type. There are several learning schemes which fall under the category of tree
based classifiers. Some of the decision tree inducing algorithms implemented in
Weka are: J48, LMT, NBTree, Random Forests, Random Tree and REPTree
[WF05]. Each of these tree building algorithms are represented by a unique
string of three bits. The same logic follows for other classifier types. We pre-
pared a list of algorithms implemented in Weka for each of the classifier types
and assigned a unique string of three bits to each of them. The last five bits
of the chromosomes represents tuning parameters for the various algorithms.
For instance, some of the tuning parameters for the JRip algorithm algorithm
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includes setting the values for error rate, number of optimizations, value of min-
imal weights and whether to use pruning or not [Coh95]. Changing the values
of these parameters can possibly result in different models resulting in different
classification accuracies.

Due to limited space, it is not possible to provide a list of all learning schemes
along with their tuning parameters and the values that they can take. Figure 3
illustrates how a ten bit chromosome is mapped to a predictive model building
parameter. Figure 3 shows how a chromosome starting with 00 is translated to a
tree based classifier and how the next three bits translates to a specific algorithm
within a classifier type. For instance, a binary string of 0000010101 represents
a J48 classifier [WF05], [Qui93] with binary splits, using sub-tree raising and
laplace while setting the values of error-pruning and un-pruned to off.

2.2 Evaluation

The method used for computing solution fitness is a key component of genetic
algorithms. Based on the fitness of the population, the algorithm stochastically
selects individuals from the population to produce offspring via genetic operators
like mutation and crossover.

In our experiments we use accuracy of a classifier as a measure of fitness.
Accuracy is the percentage of correct predictions made by a predictive model
over a data set. It measures how accurate a model’s predictions are. There are
other metrics such as precision, recall, F-measures, accuracy for each category to
judge the performance of a classifier [JH00], [DJH00], [WF05]. The experiments
performed in this work uses only the overall accuracy of a classifier as a measure
of fitness.

2.3 Selection and Crossover

There are several selection criterion that can be employed and the intention
behind all these selection criterion is to improve the overall quality of the popu-
lation. Some of the selection criterion that have been used previously are propor-
tionate selection, ranking selection and tournament selection [B94], [GD91]. The
key point is that selection criterion should be such that good solutions are more
likely to survive. In our experiments, we used the Best Chromosome selection
criterion (retaining the fittest chromosome or configuration for next iteration)
implemented in the JGAP (Java Genetic Algorithms Package)1 tool.

In our experiments we apply the default crossover technique implemented in
the JGAP (Java Genetic Algorithms Package tool. The default cross over rate
is populationsize

2 .

2.4 Mutation

The GA has a mutation probability, m, which dictates the frequency with which
mutation occurs. For each string element in each string in the mating pool, the
1 Homepage for JGAP: http://jgap.sourceforge.net/
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GA checks to see if it should perform a mutation. If it should, it randomly changes
the element value to a new one. In our representation of the binary strings, 1′s
are changed to 0′s and 0′s to 1′s. Mutation is performed after the crossover
operation. In our simulations, we use the default values of ′m′ implemented in
JGAP (m is by default set to 1

15 ).
Figure 2b is an example of selection, crossover and mutation applied to a

population of predictive model building parameters. Two binary strings from a
population of chromosomes are selected for performing crossover and mutation.
The first chromosome encodes a Random Forest learning scheme and the second
chromosome encodes Naive Bayes learning scheme. The two chromosomes are
combined to produce an offspring that encodes a REPTree learning scheme. The
shaded cell in the offspring chromosome represents the gene that was mutated.

3 Experimental Results

The experiments are carried out in 4 phases. The first phase is a sequential walk
through all the algorithms with default control parameters. We measure the
classification accuracies and the time taken by each of the algorithm. This phase
is to show the accuracy and time variations for building a predictive model over
a common dataset. In the first phase, the control options field is left unused.
The second phase is a sequential walk through all the algorithms with various
parameters and its values. In second phase, we iterate through the entire search
space and test all the possible combinations (classifier types, algorithms as well
as the control options). Our purpose was to check the accuracy variations across
different classifier types (phase one) as well as the variations within the same
classifier type and across different algorithms and control parameters within
the same classifier type (phase two). The third phase is a default run of GA
algorithms with the chromosome designed as discussed above. In this phase, the
parameters of an algorithm can be changed by altering the control options field
of the chromosome. The fourth phase involves some optimizations to speed up
the GA algorithm by reducing the search space.

Phase 1 : Execution times and accuracies across different classifier
types. In this phase, an iteration over each of the algorithm with their default
parameters is performed and the execution time and accuracies are recorded.
For example, the chromosome whose first 5 bits are 00000, represents a Tree
classification algorithm: J48. All the chromosomes with the first 5 bits (MSB)
represents J48 algorithm. We do not utilize he control options and use the default
parameters. For example, the default parameters for J48 are: ”-C 0.25 -M 2”.
This means that the Pruning Confidence is set as 0.25 and minimum number
of instances as 2 respectively. The next classifier 00001 is RandomForest with
default parameters as ”-I 10 -K 0 -S 1”. This means that the number of trees is
set as 10, number of features is set as 0, seed for random number generator is
set as 1 respectively.
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Graph in Figure 4a shows that different classification models take different
execution time and achieve different accuracies on a common dataset. Surpris-
ingly, even the algorithms that are closely related may take completely different
execution times and may result in completely different accuracies on a com-
mon dataset. For example, as shown in in Figure 4a, RandomTree and Ran-
domForest results in varied execution time even though the accuracies are the
same.

Phase 2 : Execution times and accuracies across different classifier
types and control options. The maximum possible variations in parameters
that can be tested in a particular Classification algorithm are 32 (as the number
of bits in control options field is 5). For instance, the chromosome 0000000110
represents J48 Classification algorithm with parameters set as ”-U -B -M 2”.
This means that in J48 algorithm, the flags use unpruned tree and use binary
splits only are turned ON and parameter set minimum number of instances
per leaf is set to 2 respectively. By altering the LSB of this chromosome, we
get a new chromosome 0000000111. This chromosome represents the same J48
algorithm but with parameters ”-S -R -N 3 -Q 1 -B -M 2 -A” which means
that the flags perform subtree raising set to false, use reduced error pruning are
turned ON, parameters number of folds is set to 3 and seed for random data
shuffling is set to 1, flags use binary splits only, minimum number of instances,
laplace smoothing for predicted probabilities is turned ON respectively. For our
experiments, the Classification algorithms used are :

– Tree : J48, RandomForest, RandomTree, REPTree
– Bayes : NaiveBayes, NaiveBayesUpdateable
– Rules : ConjunctiveRule, JRip, NNge, OneR, PART
– Functions : MultilayerPerceptron, RBFNetwork, SimpleLogistic
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Fig. 4. (a) Execution times and accuracies across different classifier types, (b) Execu-
tion times and accuracies across different classifier types and control options
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The maximum limit on number of algorithms in a particular category is 8.
It may not always be possible to find all 8 algorithms for each of the category.
The chromosomes corresponding to unassigned learning schemes will be rendered
invalid and will be ignored during the GA execution.

To avoid chromosomes having null values in the sense that no classifier is
assigned to it, we implemented a scheme that will make sure that none of the
chromosome is left unassigned. All the values in different fields (like the classifier
category, learning scheme and control options) are treated independently and
assigned to existing classifiers in a cyclic fashion. This change increases the
probability of trying more algorithms which otherwise would have been left out
as invalid chromosome in default GA algorithm setup.

Figure 4b shows a sequential walk over each of the chromosome while recording
their execution times and the prediction accuracies on the test dataset. Figure
4b shows variations in execution time and predictive accuracy across various
classifiers. The variation is not only across different classifier types but also
within different learning schemes within a classifier type. For example, as shown
in Figure 4b, on an average Tree based classifier performs slightly better than
Bayes based classifier in terms of the prediction accuracies. We also see a wide
variation in prediction accuracies for Rule based classifiers (as compared to the
other classifier types) for the specific Automobile dataset (obtained from UCI
Machine Learning Repository).

In each of the categories (Tree Classifier, Bayes Classifier,etc.), we see that
for some of the points the execution time taken tends to zero as we move from
left to right. This is because we cache the results (accuracy and execution time)
obtained during algorithm execution for later lookup. There are some classifiers
which are mapped to multiple chromosomes (due to cyclic fashion used in as-
signing chromosomes to classifiers) and the classifier is only executed once (i.e.,
the first time) after which the cached results are reused.

Phase 3 : GA Run with default parameters on two different datasets
For our experiments, we used GA with its default Mutation probability and
Cross over rate parameters (i.e. Mutation probability is 1

15 and Cross over rate
is populationsize

2 ). The Population Size parameter is varied from 2 to 20. The
Fitness Score, which a Fitness Function returns can be a combination of the time
taken to build the Classification model and the Accuracy it produces. However,
for the experiments conducted in this work, a Fitness function which returns
just the Classifiers Accuracy as Fitness Score is used. The Flag to retain the
fittest chromosome over iterations is turned on i.e. GA is made to carry forward
the fittest chromosome of an iteration to its next iteration. Parameter which
indicates the maximum number of iterations allowed is varied from 20 to 50
depending on the population size.

In the Figure 5a, the x-axis denotes the target accuracy. The values on y-axis
are in logarithmic scale and range from 1 to 15000. The y-axis is used to denote
both the number of iterations and execution time. The figure shows results of
one run of GA over anneal.ORIG dataset (obtained from UCI Machine Learning
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Fig. 5. (a) GA Run with default parameters on Anneal.ORIG dataset. (b) GA Run
with default parameters on Mushroom dataset.

Repository) with 721 records in the training set and remaining 181 records in the
testing set. The graph also shows the execution time and iterations for each of the
combination of population size and maximum allowed iterations. For example,
legend (2,50)-Iterations denotes the results for iterations in GA with population
size set to 2 and maximum allowed iterations set to 50 It can be noted from
the Figure 5a that, the execution time and iterations needed increase with the
increase in target accuracy. It can also be noted that, the decrease in population
size results in increase of the number of iterations needed to attain higher targets.
As observed in the graph, when the population size is 20, GA achieves the
target accuracy in single iteration except for a case where the target accuracy
is 99.5. This happens because of two reasons. First being the population size 20
is quite high considering the small search space defined in our model. Second
reason is that many classifiers yield high accuracies and hence finding one such
solution with a high population size has high probability. However in a large
scale implementation, where the search is of the much higher order, than the
one used in this experiment, population size of 20 will be reasonable. We also
performed similar experiments on a much larger dataset: Mushroom (obtained
from UCI Machine Learning Repository) with 6506 records in training set and
1624 records in testing set . The results are plotted in Figure 5b. We see a
similar pattern i.e. as the target increases the number of iterations required to
achieve the desired accuracy also increases. However, this happens only after a
threshold point (no increase is observed at 94 percent target accuracy). Also, as
the population size increases we see a decrease in number of iterations required
to achieve the target accuracy.

Phase 4 : Optimized Search Space to make GA run faster The 10-bit
chromosome representation used so far, has some advantages and disadvantages.
As the maximum limit on number of algorithms in a particular category is 8, we
can accommodate more algorithms in all of the classifier categories in future. The
advantage here is the ease in addition of more classifiers to a classifier category
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Fig. 6. Modified GA run with default parameters on Anneal.ORIG dataset

in future. However, the disadvantage in this strategy is the increase in search
space. This phase has some optimizations to reduce the number of bits needed
to represent the search space i.e. we try to reduce the chromosomes size. This in
turn helps in speeding up the detection of the required predictive model. We do
this by removing the boundaries among the 3 Fields in a chromosome. i.e. we
dynamically count the total number of possible models3 and assign them in a
continuously manner to the entire range of chromosomes possible. The advantage
of such an assignment is that, it reduces the search space by a factor of 2k, if
k is the number of bits saved by this continuous assignment. Figure 6 shows
experiments on anneal.ORIG with the optimization as discussed in the previous
paragraph.

There are several interesting possibilities for future research. We have done a
preliminary investigation on the applicability of GAs. However, in this work the
size of the search space (in terms of the number of algorithms and their control
parameters) considered is small. More meaningful results and insights can be
obtained by applying the approach with a much larger number of algorithms and
parameters. Analyzing the effect of the search process and performance gains
by tuning the various genetic algorithm parameters. We also plan to conduct
further tests of the algorithms on other possibly more complex and large datasets.
Another possibility is to add one more dimension to the search space. Along
with the classifier types, learning scheme and control options, we plan to add
the dimension of also finding the best subset of attributes or features from a
dataset using search techniques [LS96], [VK93].

4 Conclusions

In this work, we apply genetic algorithms as an optimization tool for finding
an accuracy maximizing predictive data mining model. The approach can be
useful in situations where a user who may not be an expert in classification
algorithms can find an optimal or near optimal predictive model from a space
of a large number of possible models. The limitation of this approach is that
genetic algorithm is a heuristic search techniques and is not guaranteed to find
the optimal solution. No clean proof of convergence is known but our experiments
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show that the technique can be used to find good models in situations where it
is computationally expensive to enumerate over all the possible models.
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Abstract. Private information management and compliance are important is-
sues nowadays for most of organizations. As a major communication tool for 
organizations, email is one of the many potential sources for privacy leaks. In-
formation extraction methods have been applied to detect private information in 
text files. However, since email messages usually consist of low quality text, in-
formation extraction methods for private information detection may not achieve 
good performance. In this paper, we address the problem of predicting the pres-
ence of private information in email using data mining and text mining meth-
ods. Two prediction models are proposed. The first model is based on 
association rules that predict one type of private information based on other 
types of private information identified in emails. The second model is based on 
classification models that predict private information according to the content 
of the emails. Experiments on the Enron email dataset show promising results. 

1   Introduction 

With the information explosion arising from marketing and other business require-
ments, today’s organizations are facing increasing demands to assure privacy compli-
ance with both internal and external policies, regulations, and laws. Externally, 
corporations are required to comply with a variety of regulations depending on their 
operational domains and sectors of business. Internally, good corporate practices 
demand effective management, good decision making, clear accountability, effective 
risk management, corporate integrity, etc. with respect to the collection, storage and 
use of personally identifiable information (PII). Because of these increasing demands, 
corporations are in need of automated tools that can assist in the monitoring of PII 
data access in workflows, and in ensuring and demonstrating compliance with various 
privacy requirements. 

Email is one of the most important communication and information exchange tools 
for modern organizations. It has greatly improved work efficiency of organizations. 
However, with the increasing use of email, leaks and violations of the use of client PII 
have become a serious issue that organizations are facing. 
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Two approaches can be used to ensure and to demonstrate privacy compliance for 
email. First, we can monitor the email content before the emails are sent out. Emails 
can be blocked if any violations have been detected according to policies and opera-
tional context. We call this approach prevention. The advantage of this approach is 
that the privacy violations can be prevented before an email is sent out. The disadvan-
tage is that it may not be flexible enough. In real applications, there may be excep-
tions and emergencies which require immediate access to private information but 
which may not be allowed in normal process. The prevention approach may be a 
hindrance in these situations.  In the second approach, which we called audit, we need 
software tools to find traces of the privacy leaks on an as-needed basis, or to report 
privacy violations on a regular basis. The advantage of this approach is that it pro-
vides the user great flexibility. The disadvantage is that it may work after the damage 
has been done. 

The related work on detecting private information in emails is very limited. Ar-
mour et al. proposed an email compliance engine to detect privacy violations [3, 4]. 
This engine consists of two components: The entity extraction module which can 
identify private information such as names, phone numbers, social insurance numbers, 
student numbers, and addresses, and the privacy verification module which deter-
mines if the email should be blocked according to the type of private information 
detected, the recipients of the email, and the electronic policies or rules stored in a 
database. This method is aimed to prevent the private information leaks. 

Carvalho and Cohen deal with private information leaks in email from another per-
spective [5].  They try to prevent the messages from accidentally being addressed to 
non-desired recipients. The approach does not detect private information in the emails 
directly. Instead, it predicts if an email is being sent to the wrong person based on the 
content of the email, the recipient, and the email history of the sender. They used an 
outlier detection method, which incorporates both content analysis and social network 
analysis. 

It should be noted that private information discovery is different from privacy-
preserving data mining [2, 6]. First, privacy-preserving data mining usually works on 
structured data, like databases, while private information discovery usually works on 
free text. Secondly, privacy-preserving data mining assumes that the location of the 
private information is known and uses this information as constraints for data mining 
process, while the aim of private information discovery is to identify the location and 
type of the private information. Thirdly, the information in databases for privacy-
preserving data mining is more easily manageable than the free text used for private 
information discovery.  

Our work on private information discovery is part of the Social Network Applied 
to Privacy (SNAP) project [8] underway within National Research Council of Can-
ada. The project addresses the comprehensive issues in managing PII within organiza-
tions. The most important issues include identifying the PII in different kinds of 
documents stored in a computer and in network traffic, tracing user’s access and entry 
of PII, and detecting the inappropriate access to or use of PII in workflow. The first 
step and the core of these functionalities is to identify the private information, such as 
email addresses, telephone numbers, addresses, social insurance numbers, etc.  

Currently, PII detection algorithms have been implemented in SNAP to detect pri-
vate information. For example, pattern matching and dictionary lookup [7] are used to 
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identify the addresses, and Luhn algorithm [13] is used to identify credit card num-
bers. These algorithms can achieve high precision and recall for high quality docu-
mentations, but they may obtain poor performance for text of low quality, like email 
(i.e. text containing many acronyms, abbreviations, and misspellings). For example, a 
misspelling “Avenu” cannot be found in the dictionary of street types (we only store 
“Avenue” and “Ave” in the dictionary as the street type). Therefore, the algorithm 
will fail to identify the address containing “Avenu”. Secondly, the information in the 
dictionary may evolve. If the dictionary cannot be updated in time, we will fail to 
detect the PII. For example, if new area codes have been added for the telephone 
numbers, they have to be updated in the dictionary to make sure that telephone num-
bers with the newly added area code can be identified. Thirdly, it is very easy for the 
sender of the email to circumvent the detection system by simply inserting some char-
acters in the PII such that it is easy for human to comprehend, and yet difficult to 
detect with algorithms (an approach used in spam email messages). For example, the 
sentence “Tom’s credit card number is 5*1*8*1*3*4*5*6*4*5*6*7*5*6*7*8” con-
tains a credit card number, but most algorithms can not detect the pattern with “*” 
inserted. 

2   Prediction Methods  

In this paper, we address the problem of predicting PII in email using association rule 
mining and classification model mining. We do not intend to identify the detailed 
private information. Instead, we only predict if there is a private entity occurring in an 
email based on the subject and content of the email. This predicting model can be 
integrated with the existing information extraction-based private information detec-
tion algorithms in two ways, as shown in Figure 1. In Figure 1(a), we use the predic-
tion model to improve the efficiency of the private information detection for the audit 
process. In practice, only a small portion of the emails contain private information. In 
this case, we can apply prediction model first to identify the emails that contain the 
private information with a high probability. Then we apply more time consuming 
detection algorithms to identify the detailed private information. 

Figure 1(b) shows the second integration. It combines prediction models and the 
detection algorithms to improve the recall and precision of the detection system. In 
the case that the detection algorithm fails to identify private information and the pre-
diction algorithm gives a positive prediction, we present the results to the user and the 
user must check the email manually.  

In this paper, we consider four types of PII elements, email addresses, telephone 
numbers, addresses, and money. We employed two models for prediction, association 
rules and classification models. The association rules represent correlation between 
two itemsets [1]. In our case, we want to find the correlation among these four types 
of the PII elements and use the correlation to predict one type of PII elements based 
on other types of PII elements already detected or predicted in an email. The second 
model is based on the classification model. It predicts the private information based 
on the subject and content of the emails. 
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Fig. 1. Integration of Prediction Model and the Detection Algorithms 

2.1   Data Set 

We worked on the Enron email dataset for our experiments. Enron was a U.S. corpo-
ration that conducted business in the energy sector from the 1980s until the early 
2000s. With the rapid success of the business, Enron soon expanded their scope to 
include brokerage of a variety of commodities, including advertising time and net-
work bandwidth. In 2001 the company collapsed due to accounting scandals. During 
the investigations that followed the collapse of the company, the Federal Energy 
Regulatory Commission made a large number of corporate email messages public. 
These emails have since been used as a useful source and benchmark for research in 
fields like link analysis, social network analysis, fraud detection, and textual analysis. 
There are different versions of the cleaned dataset. We chose the cleaned version from 
[12] to work on. The email dataset contains 252,759 messages from 151 employees 
distributed in around 3000 user defined folders. It is stored in a MySql database.  

2.2   Using Association Rules to Predict Private Information 

Association rule mining is a data mining approach which originated from the market 
basket problem. It discovers items that co-occur frequently within a data set. More 
formally, an association rule is defined in the following way [1]: Let I = {i1, i2, . . . , 
im} be a set of items. Let D be a set of transactions, where each transaction T is a set 
of items such that T ⊆ I. An association rule is an implication of the form X → Y , 
where X ⊆ I , Y ⊆ I , and X ∩ Y = Ф. The rule X → Y holds for the dataset D with 
support s and confidence c if s% of transactions in D contain X ∪ Y and c% of trans-
actions in D that contain X also contain Y. The confidence and support are measures 
that ensure the patterns found are statistically accurate and significant. For example, 
{milk, eggs} → {bread} is an association rule that says that when milk and eggs are 
purchased, bread is likely to be purchased as well.  
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In private information detection, we chose the emails sent during the period of 
January 1, 1999 to December 31, 2000 for our experiments. The number of the emails 
is 73,817. We first applied the privacy algorithm implemented in SNAP [8] to identify 
the private information in the emails. Then we constructed a two dimensional table, in 
which each row corresponds to an email and each column corresponds to a type of 
private elements. Therefore there are four attributes in the table, each representing 
email address, phone number, address, and money, respectively. If an email contains 
an email address, we put 1 to the cell corresponding to the email and the attribute 
email address. Otherwise, we put 0. We did the same for three other types of private 
elements. We then applied Apriori algorithm implemented in Weka [11] to mine as-
sociation rules.  We set support to 0.1% and confidence to 60%. The rules mined are 
shown in the following in the descending order of confidence. 

 

EMAIL=true ADDRESS=true ==> PHONE=true    conf:(84%) 
  

PHONE=true ADDRESS=true MONEY=true ==> EMAIL=true     conf:(82%) 
   

EMAIL=true ADDRESS=true MONEY=true ==> PHONE=true    conf:(78%) 
  

PHONE=true ADDRESS=true ==> EMAIL=true    conf:(73%) 
  

PHONE=true MONEY=true ==> EMAIL=true    conf:(65%) 
  

ADDRESS=true ==> PHONE=true    conf:(62%) 
 

The first rule states that if an email contains an email address and an address, it 
will also contain a telephone number with the probability of 0.84 according to the 
dataset. In this case, if an email address and an address are detected in a new email, 
but the phone number is not detected. It may be worth a manual check into the email, 
because it is likely that the detection algorithm failed to find a phone number which 
occurs in the email. 

Note that the experimental results may not be applied to other email dataset in dif-
ferent companies or sectors, because different companies may deal with different 
kinds of private information. However, the approach itself may be applied generally 
to different situations. 

2.3   Using Classification Models to Predict Private Information 

The classification problem is one of the major tasks in the area of data mining and 
machine learning. To address a classification problem, a classification model is built 
according to observed examples, which are represented in a two dimensional table. 
Each row in the table represents an object and each column represents an attribute. 
There is one attribute called the decision attribute, which represents the classes of the 
objects. All the other attributes are conditional attributes which serve as the condition 
for the classification. When a new example comes, its values for conditional attributes 
are inputted into the classification model. The model will classify the example into an 
appropriate class. The most well known classification systems include: Bayesian 
networks, neural networks, classification rules, and support vector machines [9].  
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We convert the private information prediction problem into a text classification 
problem. The conditional attributes are the words occurring in the emails, which we 
call features.  The decision attribute is the attribute that indicates if there is a private 
element of some kind in the email. We first pre-process the email messages in the 
following way. We scan subjects and content of emails, remove stop words, and stem 
words using Porter algorithm [10]. After this processing, 5585 words are identified. 
Next, we select a subset of these words as features to train the classification model.  

We use two methods to select the features for training. The first feature selection 
method that we use is based on the frequency of the words, and therefore is unsuper-
vised. In this method, we choose the most frequent words as the features. Figure 2 
shows the distribution of the words. The X-axis denotes the frequency threshold for 
pruning. The Y-axis denotes the number of words left after pruning. The distribution 
coincides with Zipf’s law. For our experiments, we choose 100 for the frequency 
threshold and obtain 578 words as features. We use three representations: binary, 
frequency, and weighted, to construct the table. In the binary representation, if an 
email contains a word, we fill in the corresponding cell with 1, otherwise with 0. In 
the frequency representation, we record the frequency of a word occurring in the 
email. In the weighted frequency, we set the weight of the words in subject to 3, and 
weight of words in the content to 1. For example, if “trip” occurs once in subject and 
twice in content, its total importance value will be 5. 

The second feature selection method is based on entropy and information gain, 
which is a supervised method. Our classification problem is a binary classification 
problem. If an email contains a piece of private element, we set the decision attribute 
C = 1, otherwise, we set C = 0. If a word w occurs in an email, we set condition at-
tribute w to 1, otherwise it is set to 0. The entropy of the data is defined as  

)1(log)1()0(log)0()( 22 ==−==−= CPCPCPCPDentropy ,  

where P(C = i) = the number of the examples with class i / the number of all examples 
denotes the probability of occurrences of class i. The entropy of data given a word w 
is defined as 

))1|1(log)1|1(()1|0(log)1|0()(1(

))0|1(log)0|1(()0|0(log)0|0()(0(

)|(

22

22
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where P(w = 1) = the number of the emails that contain word w / the number of all 
emails, P(w = 0) = the number of the emails that do not contain word w / the number 
of all emails. P(C=0 | w= 0) denotes the conditional probability that an email does 
not contain private information given the word w does not occur in the email. With 
the same convention, it is straightforward to define P(C= 1| w= 0), P(C= 0| w= 1), 
P(C= 1| w= 1). 

The information gain for word w is defined as 
)|()()( wSentropySentropywgain −= . 

We chose the top 10% of words with the greatest information gain as features for 
training the classification models.   

We chose C4.5 and SVM algorithms for the experiments. The C4.5 algorithm gener-
ates classification rules as classification models. It is an efficient algorithm and the 
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Fig. 2. Word distribution in terms of frequency 

results offer easy comprehension. SVM is an optimization-based algorithm and is 
claimed to have good precision and recall on most datasets. We use the false positive 
rate (FPR) and false negative rate (FNR) to measure the performance of the classifica-
tion modes. The false positive rate is defined as the ratio of the number of false positives 
to the number of all negatives. The false negative rate is defined as the ratio of the num-
ber of false negatives to the number of all positives. The reason that we use these two 
measures is due to the purpose of our task. In the case of the pre-detection, we do not 
want to miss any positive cases. Therefore, low false negative rate is desired. In the case 
of conflict detection, we do not want to provide too many false positive examples to 
increase the user’s burden. Therefore, low false positive rate is desired.  

We first did experiments for predicting email addresses. Table 1 shows the false 
positive rate. Table 2 shows the false negative rate. 

Table 1. False positive rate for C4.5 and SVM 

FPR Binary Frequency Weighted Information gain 
C4.5 4.4% 3.8% 3.6% 3.0% 
SVM 5.4% 1.8% 1.6% 3.2% 

Table 2. False negative rate for C4.5 and SVM 

FNR Binary Frequency Weighted Information gain 
C4.5 55.3% 55.9% 54.9% 56.3% 
SVM 44.4% 64.7% 61.0% 48.2% 

From these two tables, we have several observations. First, the weighted represen-
tation always performs better than the frequency representation.  Secondly, C4.5 is 
more insensitive to the representations than SVM is. Thirdly, the false negative rates 
are very high regardless of feature selection method. This is due to the fact that most 
of the examples are negative in terms of the private information. This makes our  
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Fig. 3. Oversampling positive examples 

classification problem an unbalanced one. To deal with this problem, we used an 
oversampling method to increase the number of the positive training examples. Figure 
3 shows the false positive rate and false negative rate of the classification models 
learned from oversmapling. 

The X-axis denotes the ratio of the size of the sampled positive data to the size of 
the original positive data. We can see that when the number of the positive samples 
for training increases, the false negative rate increases slightly, while the false posi-
tive rate decreases significantly. In this experimental setting, when we sample positive 
examples more than 5 times, there is no further improvement in either FPR or FNR. 

We also did experiments for predicting telephone number, addresses, and money. 
We chose the C4.5 algorithm and the information gain feature selection method. We 
set the sampling ratio to 5. The experimental results are shown in Table 3. 

Table 3. Oversampling for information gain feature selection 

 Email Telephone no. Address Money 
FPR 7.9% 7.8% 1.9% 2.7% 
FNR 1.5% 1.6% 0.4% 1.2% 

We also experimented on the frequency selection method. The experimental results 
are shown in Table 4. We can see the information gain selection method produces 
smaller variances for FPR and FNR than frequency feature selection. 

Table 4. Oversampling for frequency feature selection 

 Email Telephone no. Address Money 
FPR 8.8% 3.2% 1.5% 1.1% 
FNR 0.6% 11.7% 14.3% 16.9% 
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Finally, we tested the impact of the number of selected features on the perform-
ance. We chose C4.5 as classification algorithm and information gain as the feature 
selection method. We oversampled positive examples 5 times. The experiment was 
conducted on email addresses. The results are shown in Figure 4. The X-axis denotes 
the number of the features selected. The Y axis denotes the false positive rate and 
false negative rate in percentage. We can see that when we increase the number of the 
features from 50 to 250, the FPR decreases. When the number of features exceeds 
250, the FPR fluctuates slightly. For the FNR, when we increase the number of fea-
tures from 50 to 350, the FNR decreases. When the number of features exceeds 300, 
there is no improvement in FNR. 

Based on the experimental results, we conclude that the sampling size and the 
number of the selected features have great impact on the performance of the classifi-
cation models, while the data mining methods and feature selection methods do not 
show significant difference for the performance. 
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Fig. 4. Number of selected features verses FPR and FNR 

3   Conclusions and Future Work 

In this paper we presented a data mining-based method to predict the presence of 
personally identifiable information in emails. We adopted association rule mining to 
predict private information according to other PII identified. We used classification 
models to predict the PII according to the content of the emails. Experimental results 
on the Enron data set show that our methods can achieve satisfactory false positive 
and false negative rates.  

Currently, we only predict if there is a PII element of a certain type occurring in 
email. In the future, we may predict how many private elements of a certain type 
occur. We will also incorporate more information from the email to improve the per-
formance of the system. For example, since different people have different wording 
habits, incorporating the user information may improve the prediction results. We can 
also utilize email thread information. For example, an email from A to B at time 0 
requests some private information, and another email at time 1, in the same thread, 
from B to A may provide the private information. In this case, the content of the time 
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0 email may help predict private information in the time 1 email. Also, in the future, 
we will try to automatically determine the parameters in training the classification 
model, such as the number of the features and the size of the samples.  Finally, we 
will do experiments to compare our method with the related methods for private in-
formation discovery.   
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Abstract. Traditional text classification techniques are based on a ba-
sic assumption that the underlying distributions of training and test data
should be identical. However, in many real world applications, this as-
sumption is not often satisfied. Labeled training data are expensive, but
there may be some labeled data available in a different but related do-
main from test data. Therefore, how to make use of labeled data from
a different domain to supervise the classification becomes a crucial task.
In this paper, we propose a novel algorithm for cross-domain text clas-
sification using reinforcement learning. In our algorithm, the training
process is iteratively reinforced by making use of the relations between
documents and words. Empirically, our method is an effective and scal-
able approach for text categorization when the training and test data are
from different but related domains. The experimental results show that
our algorithm can achieve better performance than several state-of-art
classifiers.

1 Introduction

Text categorization is an important topic in data mining. Most traditional text
categorization approaches rely on machine learning or statistical learning theo-
ries and techniques. Statistical learning makes an assumption that labeled train-
ing data should be drawn from the same underlying distribution as unlabeled
test data. However, in many real application, this assumption often does not
hold. For example, blog and news articles share some common topics, but their
word usages differ a lot. As we know, there are quite amount of labeled news
articles, but few labeled blog articles. As a consequence, we wonder if news arti-
cles can be used to supervise the classification on blog ones. Therefore, it raises
an important issue how to classify documents across different domains, called
cross-domain learning problem – an instance of transfer learning [1,2,3].

In this paper, a labeled training data set DL is given as well as an unlabeled
test data set DU . Here, DL and DU come from different albeit related domains.
We call DU in-domain data set, and DL out-of-domain data set. And, our goal
is to classify the unlabeled data in DU making use of the labeled data in DL.

The basic idea of our work lies on statistical relational learning. Under the
probabilistic text classification framework, the conditional probabilities (e.g.

C. Tang et al. (Eds.): ADMA 2008, LNAI 5139, pp. 282–293, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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p(c|d), p(c|w), p(w|d), etc.) are local, which means they will not change a lot
when domain changes, where d denotes a document instance, w denotes a word
and c denotes a class label. At another side, p(c), p(d) and p(w) are global, which
means they will change as domain changes. Most traditional classification algo-
rithms minimize some criterion function under the global underlying distribution
p(d). Therefore, when labeled training data and unlabeled test data come from
different domain, their global underlying distributions could be rather different
from each other, and thus the learning algorithm might give poor performance
on one distribution while training in another distribution. To address this prob-
lem, we design a classification algorithm depending on the global distributions
very little. As discussed above, the local probabilities are often similar across
related domains. Therefore, if we try to make use of the local information as
much as possible to design a classification method, it is reasonable to believe
that the cross-domain classification can be effective.

Empirically, the feature spaces (i.e. p(w)) among different domains vary a lot.
Although related domains may share some common words, there are still quite
amount of words only contained by one single domain. In order to enhance the
training through local information provided by features, in our work, features
are organized into several clusters, that each cluster collects similar words. The
words are clustered based on the interrelationship between documents and words.
After clustering the words, documents are classified based on the clustered fea-
tures. Then, the document classification result will also boost the performance
of word clustering using the interrelationship between documents and words. We
design this process as an iterative reinforcement framework. In this framework,
we iteratively perform document classification and word clustering, and show
that the classification and clustering could co-boost each other’s performance.

To evaluate our work, we conduct our experiments on three benchmark data
sets. The experimental results show that, with the error rate-measure, our algo-
rithm achieves significant improvement over the naive Bayes classifiers (NBCs),
it also outperforms support vector machines (SVMs) and Transductive Support
Vector Machines (TSVMs). In the experiments, we also discover that when the
data size of training set varies, our algorithm still maintains a stable performance.

The contributions of our work are:

1. We claim that a good approach to solve the cross-domain text classification
is to make use of the local information as much as possible, and consider the
global information very little.

2. We relax the assumption of the traditional classification algorithms, and then
design a framework to solve the cross-domain classification problem. Under
our approach, the feature space and the categorization are updated based on
the interrelationship between documents and words during iterative process.

3. The empirical results show that our framework improves the classification
performance in the scenario of cross-domain learning.

The rest of the paper is organized as follows. In Section 2, we discuss the re-
lated works. We define the problem setting and present our iterative reinforcement
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categorization approach in Section 3. Experimental results together with the em-
pirical analysis are presented in Section 4. Finally, we conclude the whole paper
and give some future work in Section 5.

2 Related Work

In traditional classification, two techniques are mainly investigated: one is super-
vised classification [4,5] and the other is semi-supervised classification [6,7,8,9].
The difference between supervised and semi-supervised learning is the amount of
labels they need. Both supervised and semi-supervised classification are based on
the assumption that the distributions of the labeled and unlabeled data should
be identical. However, when we address the issue of cross-domain categoriza-
tion, the distributions of labeled and unlabeled data might be different, and
thus the basic assumption of traditional classification learning is no longer satis-
fied well. As a consequence, traditional classification approaches may give poor
performance.

In this paper, we address transfer learning across different domains. Transfer
learning is a new however important topic in machine learning. Early works in-
clude [1,2,3]. A theoretical justification of transfer learning through multi-task
learning was provided by Ben-David and Schuller [10]. [11] designed an ensemble-
learning algorithm to solve transfer text classification problem. They assembled
predefined classifiers based on training data, and calculated the reliability score
for each classifiers. [12] denoted to cross-domain learning on neural network,
while we focus on cross-domain text classification. [13] constructed a framework
for learning out-of-domain texts based on in-domain data, even under the con-
dition that labeled data is scarce.A statistical classifier was trained by using
Conditional Expectation Maximization(CEM). [14] designed informative priors
by estimate the covariance between words, and then apply these priors for clas-
sification. In order to work well, all the above approaches require some labeled
data under the same distribution of test data. On the contrary, our framework
can work without any labeled in-domain data.

Iterative reinforcement learning is used to solve our cross-domain classifica-
tion. Iterative reinforcement learning has been widely applied in mining het-
erogeneous objects [15,16]. [15] proposed an reinforcement clustering algorithm,
called ReCOM, which attempted to clustering heterogeneous objects by given
inter-relationship among different types of objects and intra-relationships within
one type. Similarly, IRC [16] classifies both web pages and queries simultaneously
based on a bipartite graph which was modeled by the relationship between web
pages and queries. In this paper, we model the bipartite graph as a document-
word graph where the edge (or link) depicts the relation that document contains
word. We apply iterative reinforcement link analysis method to the cross-domain
categorization problem, and show the superior of our approach. The differences
between their works and ours are: first, in their work, clustering (or classifica-
tion) is conducted at both sides (query side and document side), while we do
classification at the document side and clustering at the word side; second, they
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solve the heterogeneous object clustering (or classification) problem, while our
problem is cross-domain text classification.

3 Cross-Domain Text Classification

In this section, we define the problem of classifying documents across different
domains and then present our method to solve the problem.

3.1 Problem Formulation

Let D be the document sets that D = DL ∪ DU , where DL is the labeled (out-
of-domain) data set and DU is the unlabeled (in-domain) data set. As assumed,
the underlying distributions of DL and DU are different albeit related from each
other. Our aim is to categorize DU as accurately as possible, by making use of
the labeled data in DL.

DUDL

d1d2djdj+1dj+2dn

w1wm w2wm-1

e 1,
1e 2,

2

en,m-1 e j+
2,
m

Fig. 1. Interrelations between Documents and Words

All the documents are represented by words which are denoted as W =
{w1, w2, . . . , wm}. As shown in Fig. 1, we define the edge eij as the interre-
lation between document di ∈ D and word wj ∈ W . Here, the interrelationship
between a document and a word is whether a word is contained by a document,
and the value of eij is set by the term frequency of wj in di. If word wj is not in
this document, then let eij = 0.

For the document di, its feature vector is Edi = [ei1, . . . , eim], where m is
the number of words. Similarly, the feature vector of word wj is denoted as
Ewj = [e1j , e2j, . . . , enj], where n is the number of documents. We denote the
feature vector set of documents in D as ED and the feature vector set of W as
EW .

3.2 Reinforcement Iterative Transferring Classification Algorithm

In this subsection, we present our novel framework, called Reinforcement Itera-
tive Transferring Classification (RITC).
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Our method is an iterative process. At the stage of initialization, we calculate
the feature vectors ED for document set D. After that, iteration starts. One
iteration is separated into two steps: the document classification step and the
word clustering step. In the document classification step, we firstly classify the
unlabeled data DU based on the training data DL using ED as features. And then
we update each word’s feature vector Ewj based on the document classification
result. In the word clustering step, we clusterW into s (s is a parameter) clusters
using EW as features. Then, we update each document’s feature vector Edi

based on the word clustering result. We will describe the details of updating rule
later.

As you will see later in the experiment part, the word clustering will enhance
the classification performance, while document classification will also boost the
effect of clustering on W . Therefore, in this work, we iteratively repeat the
word clustering and document classification steps, and let the clustering and
classification co-boost each other. The iteration continues until the clustering
and classification results converge.

The details of our algorithm are presented in Algorithm 1.

Algorithm 1. Algorithm of Reinforcement Iterative Transferring Classification
Input : DL, DU , W
Parameters : s, the number of word clusters, and p, the cluster number of each
document subset
Output : the classification result to DU

1: Calculate the feature vectors ED of document set D.
2: Classify DU into k categories, according to the probability distribution of DL using

ED as features.
3: Update the words’ feature vectors EW , with the parameter p (details in Updating

W’s feature vectors).
4: Cluster W into s clusters based on the newly EW .
5: Update documents’ feature vectors ED (details in Updating D’s feature vec-

tors)
6: Iterate step 2 to 5 until convergence.

In the above algorithm, note that p is not the class number of the documents
but a parameter which we will use in Updating W ’s feature vectors session. In
contrast, k is not a parameter but the class number of the documents, it is a
constant.

Updating W’s Feature Vectors. When we consider clustering onW , a simple
method is to use the EW calculated using the interrelationship between each
single document and each word, while the disadvantage of this method is obvious,
that it could not utilize the information of classification on DU . For the aim at
obtaining more precise clustering on W , we re-organize the feature vectors EW .
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First we divide D into k subsets according to its current categories( here we
merge DL and DU together); then clustering each subset into p clusters.Thus D
are divided into:

D = D11 ,D12 , . . . ,D1p , . . . , . . . ,Dk1 ,Dk2 , . . . ,Dkp

At the beginning, EW depicts the relations between m words and n documents;
after this step,we have k × p clusters of documents instead of n documents. In
order to depict the relations between m words and k × p sets of documents. We
should re-calculate the feature vector of word j as following :

Ewj = [SDC11(j), SDC12(j), . . . SDC1p(j), . . . , . . . ,
SDCk1(j), SDCk2(j), . . . , SDCkp(j)]

SDCuv (j) =
∑

di∈Duv

eij (1 � u � k, 1 � v � p)

Updating D’s feature vectors. The updating of documents’ feature vectors
is relatively simpler than EW . After step 4, clusters of words are generated as
WC = {wc1, wc2, . . . , wcs}. As we observed, each document consist of words ,
marked as w1, w2, . . . , wj . The feature vector of document i is:

Edi = [SWC1(i), SWC2(i), . . . , SWCs(i)]

there are s dimensions , corresponding to s word clusters. Thus for each SWCu,
we have

SWCu(i) =
∑

wj∈WCu

eij (1 � u � s)

3.3 Discussion

Before we analysis how our algorithm deals with the issue of private features
between different domains, We define a binary boolean function.

f(w, D) =
{

1 if feature w appears in D , here D is a set of documents
0 otherwise

Thus, in our problem, the features of documents could be separated into three
subsets:

T1 = {w|f(w, DU ) ∧ f(w, DL)}
T2 = {w|¬f(w, DU ) ∧ f(w, DL)}
T3 = {w|f(w, DU ) ∧ ¬f(w, DL)}

For cross-domain learning task, the set of T2 and T3 represent the difference of
the two domain, which lead to unsatisfiable result for traditional classification.
So we should try to shrink the T2 and T3’s influence to the classification.
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Though the underlying distribution of DU and DL are different, they share
some features because they are related domains. For instance, d1 ∈ DU contains
features wi which belongs to T3; d2 ∈ DS contains feature wj which belongs to
T2; moreover, they share features {wk1, wk2, . . . , wkn} which belong to T1. In our
algorithm RITC, d1 and d2 are likely to be assigned into the same document
category after step 2 and then clustered into the same document clustering after
step 3. As a result, wi and wj would be likely to be clustered into the same
word cluster in step 4, because most documents that contain them are in the
same document cluster. Now we can see that the bad influence of wi and wj has
been eliminated. Therefor, features that share the similar meanings in T2 and
T3 would be connected under the impact of T1 through iteratively performing
document classification and word clustering. As a common sense, the difference
of distributions between labeled data and unlabeled data could not be too large.
So the two domain must be related enough.

4 Experiments

In this section, we empirically evaluate our algorithm RITC. We compare the
performance between traditional classifiers and our RITC algorithm on binary
text classification. RITC is shown to be effective on solving cross-domain text
classification.

4.1 Data Set

For evaluating the performance of our framework, several experiments are con-
ducted on three data sets, 20 Newsgroups [17], SRAA [18] and Reuters-21578
[19]. Since these three data sets are not originally used for evaluating cross-
domain classification, to fulfil the learning task, we split the data in the strategy
as follows.

All these three data sets are organized by certain hierarchies. For instance,
there are 7 top categories in the 20 Newsgroups, under which there are 20 subcat-
egories. Since we conduct our experiments on binary text classification, we select
two top categories and mark them as positive data and negative ones. Then, for
each data set, we split it into two subsets according to its subcategories. For
example, suppose A and B are two top categories which denotes positive and
negative data respectively. A1, A2 are two subcategories under A; B1, B2 are two
subcategories under B. We combine A1 and B1 to form the training set, the rest
are used as the test set. After that, two data sets is generated. Since the training
and test data are from different sub-categories, their domains can be considered
as different. Meanwhile, since the positive data of training and test data come
from the same top categories and also the negative data of training and test data
come from the same top categories, they should be related.

Table 1 shows the details for all the data sets. We generate 5 cross-domain
data sets from 20 Newsgroups. auto vs aviation and real vs simulated are
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Table 1. The Composition of 10 Data Sets. There are too many subcategories in
Reuters-21578, so we ignore composition details of last three data sets, which are from
Reuters-21578.

Source Data Set Train/Test Positive Negative #Instances

auto vs aviation train sim-auto sim-aviation 8, 000
SRAA test real-auto real-aviation 8, 000

real vs simulate train real-aviation sim-aviation 8, 000
test real-auto sim-auto 8, 000
train rec.autos talk.politics.guns 3, 669

rec vs talk rec.motorcycles talk.politics.misc
test rec.sport.baseball talk.politics.mideast 3, 561

rec.sport.hockey talk.religion.misc
train comp.graphics talk.politics.mideast

comp vs talk comp.sys.mac.hardware talk.religion.misc 4, 482
comp.windows.x

test comp.os.ms-windows.misc talk.politics.guns 3, 652
comp.sys.ibm.pc.hardware talk.politics.misc

train comp.graphics sci.crypt 3, 930
20NG comp vs sci comp.os.ms-windows.misc sci.electronics

test comp.sys.ibm.pc.hardware sci.med
comp.sys.mac.hardware sci.space 4, 900

comp.windows.x
train comp.graphics rec.motorcycles

comp vs rec comp.sys.ibm.pc.hardware rec.sport.hockey 4, 904
comp.sys.mac.hardware

test comp.os.ms-windows.misc rec.autos 3, 949
comp.windows.x rec.sport.baseball

train sci.electronics talk.politics.misc 3, 374
sci vs talk sci.med talk.religion.misc

test sci.crypt talk.politics.guns 3, 828
sci.space talk.politics.mideast

orgs vs places train orgs.* places.* 1, 078
Reuters test orgs.* places.* 1, 080

- people vs places train people.* places.* 1, 239
21578 test people.* places.* 1, 210

orgs vs people train orgs.* people.* 1, 016
test orgs.* people.* 1, 046

collected from SRAA. Since there are too many subcategories under Reuters-
21578, we omit the details about the data sets, orgs vs places, orgs vs people
and places vs people.

4.2 Comparison Methods

To show the advantage of our algorithm, we compare our Reinforcement Iter-
ative Transferring Classification (RITC) to several existing algorithms. In the
experiment, we select some state-of-art classifiers as baselines, such as Naive
Bayes Classifier (NBC) [4], Support Vector Machines (SVM) [5] and Transduc-
tive Support Vector Machines (TSVM) [9].

4.3 Implementation Details

In the data preprocessing stage, we convert all the letters into lower-case, remove
stop words, and stem all the words using Porter stemmer [20]. When selecting
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features, we use Document Frequency (DF) Thresholding [21]. Here we set the
DF threshold to 3. To weighting the features, we use TF (for NBC) and TFIDF
(for SVM) in training process.

To generate the baseline, we apply SVMlight as a tool to implement SVM [5]
and TSVM [9]. Parameters are set to be default. While the algorithm of NBC is
implemented by ourselves.

When implementing RITC, we use SVM as the basic classification algorithm;
when cluster the objects, we use CLUTO [22] as the tool for clustering words and
documents. The parameters of CLUTO is set to be default. The cluster numbers
of words and documents (s and p) are both set to 32. These two parameters will
be tuned empirically later.

4.4 Evaluation Metrics

The performance of the proposed methods was evaluated by test error rate. Let
C be the function which maps from document d to its true class label c = C(d),
and F be the function which maps from document d to its prediction label
ĉ = F (d) given by the classifier. Test error rate is defined as

ε =
|{d|d ∈ DU ∧ C(d) �= F (d)}|

|DU |

4.5 Experimental Results

Performance. Table 2 shows the comparative result between SVM, NBC,
TSVM and our method RITC. The first column indicates the data sets. For
instance, “A vs B”, A and B represent the top categories. There are 10 data
sets from three corpora which have been listed in Table 1. The first row indicate
all the algorithms of classifications, the last one is our approach, Reinforcement
Iterative Transferring Classification (RITC).

Since our algorithm is an iterative process, we should take the final results
when it converges to a stable value. Empirical results show that the algorithm
converges very fast, which will be shown later, and 5 iterations will be almost
enough. Therefore, we take the number of iterations to be 5 in the experiments.

From the Table 2, we can see that the RITC makes significant improvement
compared to SVM, while also be better than NBC. Generally, SVM should be
more effective than NBC, however in the task of cross-domain classification,
NBC is better than SVM. This implies that NBC is with better generality when
the classification task crosses different domains.

Fig. 2 shows the influence of data size to different algorithms. The x-axis rep-
resents the size of training data. For instance , 0.4 means we randomly choose
40% of the original training data to form the new training set. Under these new
sets, we compare the performance of our algorithm with SVM. From Figure 2,
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Table 2. Test error rate for each classifier on each data set

Data Set NBC SVM TSVM RITC

real vs simulated 0.259 0.266 0.130 0.054
auto vs aviation 0.150 0.228 0.102 0.199

rec vs talk 0.235 0.233 0.040 0.015
comp vs talk 0.024 0.103 0.097 0.017
comp vs sci 0.207 0.317 0.183 0.066
comp vs rec 0.072 0.165 0.098 0.029
sci vs talk 0.226 0.226 0.108 0.045

orgs vs places 0.377 0.454 0.436 0.334
people vs places 0.216 0.266 0.231 0.208
orgs vs people 0.289 0.297 0.297 0.248
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Fig. 2. Test error rate curve on different data sizes on the simulated vs real data set

we can see that the size of training data strongly affects the performances of
SVM algorithm. In contrast, our algorithm hold a stable error-rate though the
size of training set varies a lot.

Convergence. Since RITC is an iterative method, it is important to show the
convergence issue to it. Fig. 3 gives more details about convergence. The x-axis
represents the times of iterations, y-axis denotes the error-rate. As shown in the
figure, error-rates are decrease after every iteration. All curves come to perfectly
convergence. The error-rates achieve a fixed value after 5 or 6 iterations, and
thus we set the number of iteration to 5 in the experiments.

Parameter Tuning. In Algorithm 1, there are two parameters: one is the
number of document clusters p in Step 3 ; the other is the number of word
clusters s in Step 4. We perform the parameter tuning on the real vs sim-
ulated data set. The error-rates derived from varied ps are plotted in Fig. 4.
From the Fig. 4, we set p to 32, since the algorithm performs best when p = 32.
Likewise, we set s = 32 according to Fig. 5.
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5 Conclusion and Future Work

In this paper, we proposed an iterative reinforcement transferring classification al-
gorithm to categorize documents across different domains. This algorithm utilizes
relationships between documents and words. We consider these relationships as
feature vectors for both words and documents, and then we classify documents and
cluster words simultaneously. Classification and clustering co-boost each other,
and the iterative process converges very well. Experiment shows that our approach
RITC can significantly improve cross-domain classification performance against
traditional supervised and semi-supervised classfication algorithms.

For future work, we would like to extend this algorithm to other learning tasks.
For instance, we could aim to classify web categories based on the relationship
between web pages and their hyperlinks. We wonder whether our algorithm is
effective in these other learning tasks.
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Abstract. Sigmoid kernel is widely applied in neural networks for clas-
sification tasks. SVM classifier, which is applied with sigmoid kernel, has
excellent classification accuracy. However, as sigmoid kernel has compli-
cated structure, it is generally difficult for human expert to interpret and
understand how the sigmoid kernel makes its classification decision. As
decision rule classifier is understandable to human expert, in this pa-
per, we present our InterSIG algorithm, which mines decision rules from
the classification hyper-plane which is constructed by SVM with sigmoid
kernel. InterSIG expands sigmoid kernel into its Maclaurin series, and
then mines classification rules which make great contribution to clas-
sification from the classification hyper-plane. Experiment results show
that InterSIG classifier is more understandable to human experts with-
out jeopardizing the accuracy than the original SVM with sigmoid ker-
nel. Furthermore, compared with 3 association classifiers, CMAR, CBA,
CPAR and C4.5, a decision tree classifier, InterSIG classifier is very en-
couraging over the 9 datasets.

1 Introduction

Support Vector Machines (SVMs) are state-of-the art data mining technique
which have proven performance in many applications [1], such as credit scor-
ing [2], bioinformatics, medical diagnosis, and so on. The sigmoid kernel, which
originates from neural networks, is applied broadly in non-linear SVM [3].

SVM [4] has excellent classification performance. However, in many applica-
tions, not only high classification accuracy, but also an understandable classifier
is desired. For example, for medical diagnosis, it is great helpful for human ex-
perts to understand how the system makes its decisions, so as to be confident of
its predictions. For credit scoring, when credit has been denied to a customer,
the financial institution should provide specific reasons why the application was
rejected; indefinite and vague reasons for denial are illegal [5]. However, the clas-
sification model of non-linear SVM is a black box, which is difficult for human
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experts to understand and interpret. Hence, several approaches for extracting
rules from SVM classification model have been proposed by research community,
including extracting IF-THEN rules [6][7][8], extracting decision trees [9][10], and
extracting association rules [11].

Mining association rules for building associative classifier has been extensively
studied in data mining community, with a lot of successful associative classifiers
being proposed, such as CMAR [12], CBA [13], CPAR[14], etc. They have ex-
cellent classification performance and understandable classification model.

In order to interpret the classification model of SVM with sigmoid kernel
into decision rules, so as to make its classification model understandable, in
this paper, we present our InterSIG (Interpreting SIGmoid) algorithm. InterSIG
expands sigmoid kernel into its Maclaurin series, and then mines decision rules
which make great contribution to classification from the classification hyper-
plane constructed by SVM. The experiment results show that the rules extracted
by our algorithm are understandable to human experts. Furthermore, compared
with SVM with the original sigmoid kernel, CMAR[12], CBA[13], CPAR[14],
and C4.5[15], InterSIG classifier is very competitive over the 9 datasets.

This paper is organized as follows: we expand sigmoid kernel into its Maclau-
rin series for extracting classification rules in section 2. Section 3 presents the
method to calculate the weight of the classification rules. Section 4 explains how
to extract classification rules from classification hyper-plane which is constructed
by SVM with sigmoid kernel. Experiment results are described in section 5. Fi-
nally, we conclude our paper and present our future work in section 6.

2 Sigmoid Kernel

Suppose U ∈ Rn, V ∈ Rn, ρ ∈ R, ζ ∈ R, sigmoid kernel is defined as:

K(U, V ) = tanh(ρ〈U, V 〉+ ζ) (1)

Here, ρ and ζ are hyper-parameters of sigmoid kernel.
In this paper, we focus on classification tasks when sample data only have

discrete attributes. Numerical attributes could be discretized into discrete at-
tributes. For a discrete attribute A, if there are |A| possible values for this
attribute, then we can use |A| Boolean literals to represent this attribute, with
each Boolean literal representing the occurrence or non-occurrence of the corre-
sponding attribute value.

After pre-processing in the above way, the input space of sample data becomes
{0, 1}n.

We consider the function tanh(x), and rewrite it into the following formula:

tanh(x) =
ex − e−x

ex + e−x
=

1− e−2x

1 + e−2x
=

2
1 + e−2x

− 1 (2)

Suppose:
f(x) = (1 + e−2x)−1 (3)
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According to Maclaurin series of elementary functions:

(1 + x)−1 = 1− x + x2 + · · ·+ (−1)nxn + · · · , |x| < 1 (4)

formula (3) could be expanded into the following series:

f(x) =
n∑

i=0

(−1)i(e−2x)i = 1− e−2x + (e−2x)2 + · · ·+ (−1)n(e−2x)n

= 1− e−2x + e−4x − e−6x + e−8x + · · ·
+(−1)n(e−2nx), |e−2x| < 1 (5)

The prerequisite for the above formula is |e−2x| < 1. For sigmoid kernel, if we
select reasonable values for hyper-parameter ρ and ζ, the prerequisite |e−2x| < 1
could be satisfied.

We expand (−1)n(e−2nx) in formula (5) into Maclaurin series:

− e−2x = −
[
1 +

(−2)1

1!
x +

(−2)2

2!
x2 +

(−2)3

3!
x3 +

(−2)4

4!
x4 + · · ·

+
(−2)n

n!
xn + o(n)

]

e−4x =

[
1 +

(−4)1

1!
x +

(−4)2

2!
x2 +

(−4)3

3!
x3 +

(−4)4

4!
x4 + · · ·

+
(−4)n

n!
xn + o(n)

]
· · · · · ·

(−1)ne−2nx = (−1)n

[
1 +

(−2n)1

1!
x +

(−2n)2

2!
x2 +

(−2n)3

3!
x3 +

(−2n)4

4!
x4 + · · ·

+
(−2n)n

n!
xn + o(n)

]
(6)

By combining corresponding terms of formula (6), we have:

f(x) =

(
1
1!

n∑
t=1

(−1)t(−2t)

)
x +

(
1
2!

n∑
t=1

(−1)t(−2t)2
)

x2 +(
1
3!

n∑
t=1

(−1)t(−2t)3
)

x3 + · · ·+
(

1
n!

n∑
t=1

(−1)t(−2t)n

)
xn +

n∑
t=0

(−1)t + o(n) (7)

According to formula (2), (3) and (7), we get:

tanh(x) = 2f(x)− 1
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=

(
2
1!

n∑
t=1

(−1)t(−2t)

)
x +

(
2
2!

n∑
t=1

(−1)t(−2t)2
)

x2 +(
2
3!

n∑
t=1

(−1)t(−2t)3
)

x3 + · · ·+
(

2
n!

n∑
t=1

(−1)t(−2t)n

)
xn +

2
n∑

t=0

(−1)t − 1 + o(n), |e−2x| < 1 (8)

We set ζ = 0 and ρ > 0 in our experiment, then, |e−2(ρ〈U,V 〉)+ζ| = |e−2(ρ〈U,V 〉)|
< 1 holds. Following formula (5) and formula (8), the sigmoid kernel could be
represented as:

K(U, V ) = tanh(ρ〈U, V 〉+ ζ) = tanh(ρ〈U, V 〉)

=

(
2
1!

n∑
t=1

(
(−1)t(−2t)

))
ρ〈U, V 〉

+

(
2
2!

n∑
t=1

(
(−1)t(−2t)2

))
ρ2〈U, V 〉2 + · · ·

+

(
2
n!

n∑
t=1

(
(−1)t(−2t)n

))
ρn〈U, V 〉n + 2

n∑
t=0

(−1)t − 1

+o(n) (9)

Here, 〈, 〉 represents the inner product between two vectors.
Let’s consider the term Ip = Xj1Xj2 . . . Xjp , (1 ≤ j1 < j2 < · · · < jp ≤ n).

The length of Ip is p. The coefficient of Ip in formula (9) could be represented
as:

∞∑
k=p

(
2
k!

n∑
t=1

(−1)t(−2t)k

)
ρkh(k, p) (10)

Here, h(z, p) represents the sum of the coefficients of terms with length p in the
expansion of 〈U, V 〉z(z ∈ N). h(z, p) could be calculated by:⎧⎪⎪⎨⎪⎪⎩

h(z, 1) = 1

h(z, p) = pz −
p−1∑
k=1

(
p
k

)
h(z, k) p ≤ z

h(z, p) = 0 p > z

(11)

The detailed proof of the above formula is omitted here for lacking of space.

3 Weight of the Classification Rules

A dataset with d samples could be represented as {−→Xi, yi}, i = 1, 2, . . . , d, with−→
Xi ∈ {0, 1}m, representing a sample data, and yi ∈ {+1,−1}, representing the
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class label of this sample. For a testing sample X , the classification function
learned by non-linear SVM with sigmoid kernel could be represented as:

F (X) = sgn
(
b +

d∑
i=1

αiyiK(−→Xi, X)
)

(12)

Here, αi(1 ≤ i ≤ d) and b are knowledge learned by SVM; sgn() represents the
sign function. Let’s consider the following function:

g(X) = b +
d∑

i=1

αiyiK(−→Xi, X) (13)

Suppose λi = αiyiK(−→Xi, X), and K(−→Xi, X) is expanded by formula (9). Then,
for λi, the contribution of dimension Xj1(1 ≤ j1 ≤ m) to classification could be
represented as:

∂λi

∂Xj1

= αiyi(
−→
Xi)j1

∞∑
k=1

(
2
k!

n∑
t=1

(−1)t(−2t)k

)
ρkh(k, 1) (14)

Here, we borrow terminology from the research of mining association rules. If
we look the dimension Xj1 as an item, then formula (14) could be looked as the
classification weight of 1-itemset {Xj1} in λi.

Following the above discussion, for 2-itemset {Xj1 , Xj2}, (1 ≤ j1 < j2 ≤ m)
in λi, the classification weight could be represented as:

∂λi

∂(Xj1Xj2)
= αiyi(

−→
Xi)j1 (

−→
Xi)j2

∞∑
k=2

(
2
k!

n∑
t=1

(−1)t(−2t)k

)
ρkh(k, 2) (15)

Therefore, for p-itemset {Xj1 , Xj2 , . . . , Xjp}, (1 ≤ j1 < j2 < ... < jp ≤ m) in
λi, the classification weight is:

∂λi

∂(Xj1Xj2 · · ·Xjp)
= αiyi(

−→
Xi)j1(

−→
Xi)j2 · · · (

−→
Xi)jp

∞∑
k=p

(
2
k!

n∑
t=1

(−1)t(−2t)k

)
ρkh(k, p) (16)

Following the above discussion, for an itemset Ip with length p, the contribu-
tion of Ip to classification could be represented as:

∂g(x)
∂(Xj1Xj2 · · ·Xjp)

=
d∑

i=1

αiyi(
−→
Xi)j1 (

−→
Xi)j2 · · · (

−→
Xi)jp

∞∑
k=p

(
2
k!

n∑
t=1

(−1)t(−2t)k

)
ρkh(k, p) (17)
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So, the classification function of InterSIG could be represented as:

F (X) = sgn(b +
∑

1≤i≤m

αiyi + (Xj1)
∑

1≤j1≤m

∂g(X)
∂(Xj1)

+(Xj1Xj2)
∑

1≤j1<j2≤m

∂g(X)
∂(Xj1Xj2)

+ · · ·

(Xj1Xj2 · · ·Xjn)
∑

1≤j1<j2<···<jn≤m

∂g(X)
∂(Xj1Xj2 · · ·Xjn)

+ · · ·) (18)

Theoretically, in formula (18), n ≤ m. However, we set n ≤ 4 in our experi-
ment, and this is explained in next section.

4 Extracting Rules from Sigmoid Kernel

Our InterSIG classifier is working in the following steps:
1. Constructing classification hyper-plane from training data by SVM with sig-

moid kernel.
2. Extracting decision rules from the classification hyper-plane.
3. Classifying testing data by these decision rules.

In the classification model learned by SVM, positive support vectors are the
support vectors which satisfy yi = +1, and negative support vectors are the
support vectors which satisfy yi = −1. Here, we write SVP and SVN for the set
of positive support vectors and the set of negative support vectors, respectively.

Theoretically, we need to mine itemsets with length up to m. However, ac-
cording to the theory of Occam’s razor [16], we should emphasize the contribu-
tion to classification made by short itemsets, reducing the contribution made by
long itemsets, so as to ensure the good classification accuracy of sigmoid kernel.
Therefore, we only need mine out itemsets with reasonable length. Hence, we
mine itemsets with length up to MaxLiteral, a user defined parameter. We sim-
ply set MaxLitral = 4 in our experiment, as our pilot experiments show that
this is a good value.

Let’s write WEIGHT (r) for the weight of rule r, rules which satisfy
WEIGHT (r) ≤ MinWeight are filtered, as they made little contribution to
classification. Here, MinWeight is a user defined parameter.

After rule filtering in the above way, we still could get a big size of rule set.
In order to further reduce the size of rule set, we sort the classification rules
descendingly according to WEIGHT (r), and only top Lambda percent of the
rules in the list are moved into the final rules set. Here, Lambda is also a user
defined parameter. It is shown in our pilot experiments that a good value of
MinWeight is 0.001× b, and Lambda is 50. Here b is the parameter learned by
SVM.
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Algorithm 1. Extracting Rules from sigmoid kernel
Input: The set of positive support vectors, SVp,

The set of negative support vectors, SVn,
Minimal rule weight, MinWeight,
Maximum literal, MaxLiteral,
Threshold Lambda,

Output: Rule set
1: Mining 1-itemset classification rule set R1,P and R1,N from SVp and SVn respec-
tively, following formula(17);

R1,P = {r|WEIGHT (r) ≥ MinWeight}
R1,N = {r|WEIGHT (r) ≥ MinWeight}

2: Rall = φ, n = 2;
3: Mining n-itemset classification rule set Rn,P and Rn,N from SVp and SVn respec-
tively, following formula(17);

Rn,P = {rr
′ |r ∈ Rn−1,P ∧ r

′ ∈ R1,P ∧ WEIGHT (rr
′
) ≥ MinWeight}

Rn,N = {rr
′ |r ∈ Rn−1,N ∧ r

′ ∈ R1,N ∧ WEIGHT (rr
′
) ≥ MinWeight}

4: Rall = Rall ∪ Rn,N ∪ Rn,P ;
5: If n = MaxLiteral goto 6 else n = n+ 1 goto 3;
6: Sort rules in Rall descendingly according to weight of rules, and move top Lambda
percent of the rules in the list into R

′
all;

7: Output R
′
all

Following the above discussion, Algorithm 1 shows our algorithm for extract-
ing rules from sigmoid kernel. In step 1, 1-length rules are mined out from clas-
sification hyper-plane. In step 2, 3 and 4, rules with length up to MaxLiteral,
are mined out. In step 6, we sort the classification rules descendingly according
to WEIGHT (r), and only top Lambda percent of the rules in the list are moved
into the final classification rules set R

′

all.

5 Experiment Result

5.1 Classification Performance

In order to validate classification performance of InterSIG classifier, we test 9
datasets from UCI1 machine learning repository. In this section, we report our
experimental results by comparing the classification accuracy of InterSIG against
associative classifiers CMAR [12], CBA [13], CPAR [14] and decision tree classi-
fier C4.5 [15]. We selected 9 datasets for experiments because their classification
performance on these datasets is available in the literature for comparison.

10-fold cross validation was performed on each dataset and the average results
on the 10 folds are reported here as final result. This experiment setting is widely
used by the research community.

1 URL: http://www.ics.uci.edu/∼mlearn/MLRepository.html
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Table 1. Comparing InterSIG with CMAR, CBA, CPAR, C4.5

datasets SVM CMAR CBA CPAR C4.5 InterSIG

Austral 85.5 86.1 84.9 86.2 84.7 84.8
Cleve 82.6 82.2 82.8 81.5 78.2 81.2
Crx 85.5 84.9 84.7 85.7 84.9 85.7

German 70 74.9 73.4 73.4 72.3 70.7
Hepatic 79.2 80.5 81.8 79.4 80.6 85.8
Heart 83.7 82.2 81.9 82.6 80.8 83.3
Hypo 98.2 98.4 98.9 98.1 99.2 98.2
Sonar 84.7 79.4 77.5 79.3 70.2 87.5
Sick 96.8 97.5 97 96.8 98.5 96.8

Average 85.1 85.1 84.8 84.8 83.3 86.0

Our experiment is made on a PC with Pentium 4, 3.0GHZ CPU and 512MB
memory. The algorithms were implemented in Java, and the LIBSVM2 software
package was used for SVM learning.

In our experiment, we set hyper-parameter of sigmoid kernel ρ = 0.01 and
ζ = 0.

Table 1 compares the classification accuracy of InterSIG with CMAR [12],
CBA [13], CPAR [14], C4.5 [15], and SVM with sigmoid kernel on 9 UCI datasets.
In table 1, column 1 lists the name of the datasets. Column 2 gives the classi-
fication accuracy of SVM with sigmoid kernel. Column 3, 4, 5 and 6 represents
the classification accuracy of CMAR, CBA, CPAR and C4.5 respectively. These
results are copied from [12], [13], [14] and [15]. The last column gives the classifi-
cation accuracy of InterSIG. The row at the bottom of table 1 gives the average
accuracy on the 9 datasets.

From table 1, we could observe that InterSIG classifier achieves better clas-
sification accuracy than other classifiers in datasets Crx, Hepatic and Sonar.
Compared with other classifiers, the average accuracy of InterSIG classifier over
the 9 datasets has been improved, InterSIG classifier is very competitive.

5.2 Interpreting Rules

Here, we take the heart dataset for example to explain the rules extracted by
our InterSIG algorithm. There are 13 attributes in the original heart dataset.
There is only one possible value for attribute RestBP , Cholesterol, BloodSugar,
and ECG. These attributes are ignored, as they can make no contribution to
classification. Table 2 gives the detailed information for discretizing the heart
dataset. In table 2, column 1 lists the name of the original attributes; column
2 gives the detailed data for discretizing the corresponding attribute; column 3
lists the attributes after discretizing.

Averagely, we could obtain 1325.2 rules for heart dataset by 10-fold cross
validation. Due to space limitation, we only list 8 rules, which are chosen from

2 URL: http://www.csie.ntu.edu.tw/∼cjlin/
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Table 2. Discretizing the attributes of the heart dataset

Attribute Discretization Boolean Attribute

Age
(-INF, 54.5) A1

[54.5,+INF) A2

Sex
(-INF, 0.5) A3

[0.5,+INF) A4

ChestPain
(-INF, 3.5) A5

[3.5,+INF) A6

MaxHeartRate
(-INF, 147.5) A7

[147.5,+INF) A8

Angina
(-INF, 0.5) A9

[0.5,+INF) A10

OldPeak
(-INF, 1.7) A11

[1.7,+INF) A12

STSlope
(-INF, 1.5) A13

[1.5,+INF) A14

Vessels
(-INF, 0.5) A15

[0.5,+INF) A16

Thal
(-INF, 4.5) A17

[4.5,+INF) A18

Table 3. Classification rules for breast dataset

Rule Weight Class Label

A2 7.9546 presence
A5 -22.3990 Absence

A2 ∧ A3 3.6554 presence
A1 ∧ A5 15.9691 presence

A3 ∧ A10 ∧ A14 3.8970 presence
A4 ∧ A6 ∧ A12 5.9536 presence

A6 ∧ A8 ∧ A15 ∧ A17 6.7497 presence
A4 ∧ A8 ∧ A16 ∧ A18 -6.1872 Absence

......

the final rule set randomly, in table 3. In this table, column 1 lists the rules
extracted by our InterSIG algorithm; column 2 gives the weight of the rules; and
column 3 gives the class label suggested by the corresponding rule.

Let’s write r for a rule, and t for a testing sample. Rule r could suggest the
presence class if r matches t and WEIGHT (r) > 0; and r could suggest the
Absence class if r matches t and WEIGHT (r) < 0.

Take the rule A1 ∧ A5 for example, it could be understood as: If Age ∈
(−INF, 54.5) and ChestPain ∈ (−INF, 3.5), then class label is presence, with
rule weight 15.9691.

Following above discussion, it is obvious that the rules extracted by our algo-
rithm are understandable to human experts. On the one hand, human experts
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can use these rules to understand why a certain testing sample is classified
into a certain class. On the other hand, human experts could embody their
individual domain knowledge into the classification system by modifying these
rules, with the hope that their domain knowledge could help to further improve
the classification accuracy of the system.

6 Conclusion and Future Work

The complex structure of sigmoid kernel makes it difficult to be understood. In
this paper, we expand it into its Maclaurin series, and extract classification rules
from the classification hyper-plane which is constructed by SVM with sigmoid
kernel, so as to construct InterSIG decision rule classifier. Experiment results on
9 UCI datasets show that InterSIG classifier is more understandable to human
experts without jeopardizing the accuracy than the original SVM with sigmoid
kernel. Furthermore, compared with association classifier CMAR, CBA, CPAR
and decision tree classifier C4.5, InterSIG classifier is very competitive.

For non-understandable sigmoid kernel, we construct decision rule classifier
InterSIG, which can help human experts to understand sigmoid kernel better.

In the future, we will try to study better algorithm for rule selection, so as to
further reduce the size of the rule set while keeping its classification accuracy.
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Abstract. Researchers in the field of data mining now confront a com-
mon problem that data mining tasks are time-consuming in that these
tasks have to process large-scale datasets. Grid computing focuses on
integrating distributed, heterogeneous and idle computers from the In-
ternet to be a service system with high performance. Thus, it is possible
to take advantage of grid computing to provide high performance compu-
tation capability to effectively reduce task durations. Here, we have suc-
cessfully developed DMGrid, a grid handling data mining applications.
In DMGrid, it not only considers efficient parallel computing as a crucial
aspect, but also takes into account dynamic resource configuration. Un-
like many existing data mining grids, DMGrid also provides an engine
to execute the algorithm flow specified in an application. Moreover, it
offers application execution monitoring. At last, we perform experiments
and design two applications: Customer Churning Analysis and Customer
Value Analysis through which the feasibility of DMGrid is validated.

1 Introduction

The technique of data mining concentrates on obtaining valuable information
from large scale datasets, leading to a problem that data mining tasks are time-
consuming. According to our experience, on a single computing node, such a task
costs several hours on medium scale datasets, but even several days on large scale
ones, like telecom datasets. The difficulty of low efficiency can be addressed by
parallel computing with high performance, so grid computing is a good candi-
date. Grid computing has the capability of integrating those idle computers to
be a high performance system, where every computing node undertakes some
parts of computation work.

In the light of those advantages of grid computing, a data mining grid called
DMGrid has been specially created to handle data mining applications. In DM-
Grid, data mining algorithms run in parallel on distributed computing nodes
� This work is supported by the National Natural Science Foundation of China under
Grant 60402011 and National Eleven Five-Year Scientific and Technical Support
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in order to reduce execution time effectively. In addition, DMGrid is different
from those common computing platforms because it provides friendly user ma-
nipulation interfaces: dynamic resource configuration and application execution
monitoring. When a function can be fulfilled with more than one algorithm, the
former allows users to select one of them according to their requirements. By the
later, it is convenient for users to monitor the execution progress of data mining
applications.

In most cases, a practical application consists of not a single algorithm but
several ones collaborating with each other. In DMGrid, such a requirement has
been seriously taken into account so that Algorithm Flow Engine is involved in
DMGrid to schedule the execution sequence of algorithms in an application.

In the end, two experimental applications: Customer Churning Analysis and
Customer Value Analysis, have also been designed to validate the feasibility of
DMGrid.

The rest of the paper is organized as follows: Section 2 reviews related work.
Section 3 introduces the architecture of DMGrid and a typical process procedure
and section 4 its implementation. Section 5 gives experimental analysis, includ-
ing performance analysis, job scheduling analysis and failure analysis. Section 6
displays two representative applications: Customer Churning Analysis and Cus-
tomer Value Analysis. Section 7 concludes.

2 Related Work

Since I. Foster proposes the grid conception which concentrates on integrating
a mass of idle computing resources into a supercomputer to provide various
services to scientific domains, grid techniques have been a hot topic in the parallel
computing environment[1].

The Kensington data mining system provides a distributed knowledge dis-
covery environment and it allows the execution of data mining tasks on remote
servers with support of Enterprise JavaBean[2]. The algorithm development and
mining system (ADaM) is an agent-based data mining framework, which com-
prises a mining engine and a daemon-controlled database[3]. THE KNOWL-
EDGE GRID is a middleware for implementation of knowledge discovery services
in a wide range of high performance distributed applications[4][5].

The technique of data mining grid is gradually integrated with web service.
Wu-Shan Jiang puts forward a service-oriented architecture abstracting mining
algorithms and distributed datasets as web services[6]. Ping Chen introduces a
data mining metadata service into grid environment[7]. Peter Brezany proposes
a service based architecture for distributed and high-performance data mining in
computational grid environment[8]. Maŕıa S. Pérez also focuses on architecture
design for distributed data mining [9]. Grid-VirtuE is a layered architecture for
grid virtual enterprises[10].

It is true that parallel computing, distributed datasets and dynamic resource
configuration are fully considered in those systems discussed above, but as a prac-
tical system, it should further offer friendly user interfaces, such as monitoring
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working progress, which are neglected by many systems. What’s more, a practi-
cal application involves the execution of an algorithm flow, not a single algorithm.
Therefore many discussed above belong to not data mining systems but just com-
puting platforms. In [11], Ramos Ruy proposes a distributed data mining system
HARVARD that allows users to specify the workflow of the sub-tasks composing
the whole knowledge discovery process[11].

CIShell is an “empty shell” that supports easy integration of new datasets and
algorithms by algorithm developers and easy usage of algorithms by algorithm
users. Its plug-and-play architecture supports the integration and utilization of
diverse modeling, visualization interfaces, scheduler[12][13].

3 DMGrid Architecture

As discussed above, data mining applications encounter four challenges: (1) a
practical application involves several algorithms composed of an algorithm flow;
(2) data mining tasks are time-consuming; (3) datasets are distributed; (4) users
have requirements to monitor data mining applications. Thus, in DMGrid, we
define four corresponding roles: scheduler, worker, dataset provider and progress
monitor.

3.1 DMGrid Architecture

Fig. 1 shows the whole architecture.

Fig. 1. The collaboration overview
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Algorithm Flow Engine as a scheduler has the following duties: (1) It re-
ceives data mining applications from users. (2) It manages algorithm execution
sequences. For example, when algorithm A’s output is algorithm B’s input, B
has to wait until A is completed. (3) It assembles running results of workers and
stores intermediary results of the algorithm flow. After a whole application is
accomplished, it returns ultimate results to users.

Every computing node acts as a worker who receives instructions from Algo-
rithm Flow Engine, processes some part of a dataset from dataset providers and
takes on some part of computation. When computing nodes are running, they
have obligations to report their processing progress to Progress Monitor. After
they have accomplished their tasks respectively, workers will submit results to
Algorithm Flow Engine to be assembled.

Dataset providers store original datasets to be mined and algorithms to be
executed.

Progress Monitor is responsible to monitor Algorithm Flow Engine as well as
every computing node and then informs users of their progress information.

3.2 A Typical Process Procedure

Fig. 2 shows a typical process procedure of a data mining application on DMGrid.

Fig. 2. A typical process procedure

1. Before a user want to submit a data mining application, he/she can se-
lect required algorithms, specify the number of computing node to execute an
algorithm, set the requirement of CPU performance, etc. All the information is
recorded in a configuration file in the XML format.

Here, we display a configuration example file where there are 5 steps in all
(see Fig. 3). In the first step the user selects the algorithm kmeans, specifies at
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Fig. 3. A fraction of the sample file

the best 10 computing nodes to execute it and also requires that CPU frequency
must be between 1.5G Hz and 3.0G Hz. We omit detail information of the other
4 steps for brevity.

2. When receiving the configuration file, Algorithm Flow Engine checks ex-
isting resources in the grid to judge whether to execute the application. For
instance, if there are not enough available computing nodes, Algorithm Flow
Engine returns a message to the user and tells him/her that his/her require-
ments fail to be satisfied.

Once all the requirements of the user can be fulfilled, Algorithm Flow Engine
will execute the algorithm flow according to the sequence specified in the file. In
our example of Fig. 3, Algorithm 1 runs first. Algorithm 2 and 3 have to wait
until Algorithm 1 is completed because Algorithm 1’s output files are Algorithm
2 and 3’s input ones. Similarly, Algorithm 4 can not run until both Algorithm
2 and 3 finish. Algorithm 5 will run in the end and its result is the one of the
whole application.

3. During the execution of an application, the user observes not only the
progress of Algorithm Flow Engine but also the working condition of every
worker.

4. As the application has been accomplished, Algorithm Flow Engine has the
responsibility to transfer the result to the user.
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4 Implementation

4.1 DMGrid Environment

In the grid-computing environment, different computing nodes from the Internet
have different computation performance. Such a feature is largely distinct from
cluster computing where performances of all nodes are similar to each other.
Therefore, when we build DMGrid, heterogeneous computing resources are con-
sidered as an essential factor.

In DMGrid, 10 computers act as workers. 1 computer acts as both Algorithm
Flow Engine and Progress Monitor. 1 computer is responsible for dataset provi-
sion. The performance statistics of DMGrid environment is shown in Table 1.

Table 1. DMGrid environment summary

computer capability computer CPU role symbol
number number

Xeon 3.40GHz; 3072MB Memory 1 2 worker C1

Xeon 3.00GHz; 2048MB Memory 1 1 worker C2

Pentium 1.50GHz; 512MB Memory 8 1 worker C3˜C10

Pentium 3.00GHz; 2048MB Memory 1 1 scheduler,monitor S1

Pentium 3.00GHz; 1028MB Memory 1 1 dataset provider D1

Fig. 4. User interface of DMGrid
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4.2 Critical Techniques

Here, we rest on workflow engine proposed in [14] and Gmpi in [15] as Algo-
rithm Flow Engine and a computing platform respectively. Gmpi provides MPI
interfaces under grid environment, so those parallel algorithms under traditional
cluster environment are easy to be ported to grid environment. Moreover, both
techniques provide working progress report, so we just develop a monitor receiv-
ing reports from Algorithm Flow Engine and computing nodes. In addition, we
depend on Network File System to transfer datasets to computing nodes.

4.3 User Interface

A GUI client is shown in Fig. 4. The upper right part shows the progress of
Algorithm Flow Engine, the lower left part displays computing nodes and the
lower right part records the detailed information of the working progress of
Algorithm Flow Engine and computing nodes.

5 Experimental Evaluation

In DMGrid, a job means a certain amount of calculation assigned to a single
worker when DMGrid is executing a parallel algorithm. A parallel algorithm
detecting all maximum cliques in the network (Peamc) is employed to validate
the performance of DMGrid[16]. In [16], Peamc has been validated to be effec-
tive under the cluster environment. Test datasets are call pairs from a telecom
operator where one record is a call pair and then a call graph consists of nodes
representing callers or callees and edges representing communications between
them. Peamc is used to discover all maximum cliques from such a huge network
in a parallel way.

5.1 Load Test of a Computing Node

In many cases, more than one job will run in a single computing node. Such a
situation will lead to CPU slice schedule among these algorithms and make their
efficiency declined. Due to heterogeneous computing resources in the grid environ-
ment, computing nodes with different performance result to different load-dealing
performance. Here, we selectworkersC1, C2, C3, threenodeswith performance dis-
tinction, to perform load experiments. In order to test these workers, the dataset
amount a job processes is in inverse proportion to job numbers. For example, if
there is 1 job , it processes 1000000 records while if there are 10 jobs, each processes
100000 ones. As shown in Fig. 5 (a), the load of more jobs leads to longer complete
time in all three testers, but C1 is fastest and C3 is slowest.

5.2 Load Balance among Computing Nodes

From the conclusion in the first experiment, if we execute a parallel algorithm
and assign identical loads on computing nodes with different performance, low
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performance ones run more slowly than those with high performance and eventu-
ally the duration of the whole parallel algorithm lasts long. Such an assignment
strategy is not suitable for grid environment. Here, we adopt a simple but un-
balanced strategy according to CPU frequency, that is, high performance nodes
take on more work while low ones undertake less. All computing nodes (from
C1 to C10)are included in this experiment. The results are shown in Fig. 5 (b).
Here, a job processes about 50000 records averagely.

5.3 Dataset Transfer Duration

An experiment is designed that a dataset provider transfers distinct amounts of
a dataset to different performance workers, and we check whether or not their
corresponding transfer duration will be distinct. Here, the transfers of 7 datasets
containing records from 150000 to 600000 are tested on C1, C2, C3 whose results
are shown in Fig. 5 (c).
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Fig. 5. Experiment results

5.4 Overall Parallel Performance

Here, in order to test overall parallel performance of DMGrid, we execute Peamc
on different dataset volumes and different worker numbers, depending on
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unbalanced load strategy. All computing nodes are included in the experiment
and one job exactly runs in only one node. Their results are shown in
Fig. 5 (d).

5.5 Computing Node Failure

This experiment explores which conditions a computing node will refuse to work
in. We discover that a worker collapses mainly as a result of available memory
exhaustion. For workers from C3 to C10, they will collapse if more than 20 jobs
are assigned while C1 or C2 has the capability of undertaking more than 100
jobs.

5.6 Scheduler Failure

From this experiment, if we submit more than 40 applications in a minute to
Algorithm Flow Engine, that is, the scheduler, it will collapse.

6 Two Representative Applications

In order to validate the utility of our architecture and its demo system, we
design two applications: one is called “Customer Churning Analysis” that is
used to analyze those churning customers from a large-scale customer dataset
in the telecom field. The other is “Customer Value Analysis” whose goal is to
discover those most profitable customers.

Fig. 6. The configuration interface of Customer Churning Analysis (Client version)
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Fig. 7. The configuration interface of Customer Value Analysis (Web browser version).
The 2nd step is a subsidiary algorithm to combine result fractions generated from
several computing nodes into one result file.

6.1 Customer Churning Analysis

The goal of this application is to analyze churning customers from large cus-
tomer datasets. It can help telecom operators to predictively discover churning
customers and then they will take measures to maintain such customers in time.
In the same way of the experiments above, we construct a call graph from records
of customer communications in advance. In the application, three algorithms as
follows are composed of an algorithm flow:

1. Calculate the betweenness value of every customer[17]. Betweenness is re-
garded as a criterion to evaluate the “bridge” effect of a node in the network
and we rest on shortest path calculation to obtain the betweenness value of some
node.

2. Establish a churning model with training datasets and betweenness value.
Combining customer betweenness values, customer information and history
churning information, we establish a training model to find out which customers
are likely to be churning.

3. Predict the churning probability of a customer with the model. According
to current information and the model, we predict the possibility a customer will
become churning.

Here, the first algorithm is a time-consuming task, so in the configuration file
we may set the first algorithm to run on more than one computing node. The
other two algorithms only execute in a single computing node. The execution
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sequence of three algorithm is linear, that is, the first algorithm’s output is
the second algorithm’s input while the second algorithm’s output is the third
algorithm’s input.

The goals of the second and third algorithms are to establish a model and
to make predictions with the model. Lots of techniques, such as Decision Tree,
Bayesian Classification, Rule-Based Classification [18], can accomplish such two
goals. However, it is users that decide which one to be selected and our system
is so flexible as to provide multi-algorithms to satisfy users’ requirements.

6.2 Customer Value Analysis

Similar to the first application, this application is used to find out those profitable
customers. Three algorithms are composed of the application.

1. Discover maximal cliques[16]. Its basic idea has been discussed above and
in reality, a clique usually represents a group of persons with close connections.
The step focuses on discovering those groups.

2. Calculate how many cliques a customer locates in. This step makes statistics
of how many groups a customer locates in and a higher quantity means the higher
activeness of a customer.

3. Evaluate customer values. We combine activeness value with other customer
information to evaluate their overall values.

The execution sequence of three algorithm is linear too.
We obtain value scores of 95675 customers from 800K records in the way.

The proportion of customers whose scores are between 0 and 20 is 73%, the
proportion from 21 to 40 is 26.6%, the proportion from 41 to 60 is 3%, the
proportion from 61 to 80 is 0.5% and the proportion from 81 to 100 is 0.3%.
The higher scores corresponds to more profitable customers. As we see, a mass of
customers are just “ordinary customers” while 287 customers may be “profitable
customers”.

7 Conclusions

We have successfully achieved a grid serving data mining applications. It has the
following properties: (1) it allows users to configure an application dynamically.
(2) it offers Algorithm Flow Engine to manage the algorithm execution sequence
in an application. (3) Users can monitor the working progress of DMGrid.

We also perform experiments on DMGrid, including loading analysis, data
transfer analysis and overview parallel performance analysis. In addition, two
representative applications are also designed. Through them, the feasibility, ef-
fectiveness and high efficiency of DMGrid are validated.

In the future, we will improve Algorithm Flow Engine to be capable of process-
ing more applications submitted in a short duration. Due to our limited condi-
tions, DMGrid involves only 12 computers. What DMGrid behaviors are
under the condition more computers participate in it is another question we will
address.
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Abstract. Both Content analysis and link analysis have its advantages in meas-
uring relationships among documents. In this paper, we propose a new method 
to combine these two methods to compute the similarity of research papers so 
that we can do clustering of these papers more accurately. In order to improve 
the efficiency of similarity calculation, we develop a strategy to deal with the 
relationship graph separately without affecting the accuracy. We also design an 
approach to assign different weights to different links to the papers, which can 
enhance the accuracy of similarity calculation. The experimental results con-
ducted on ACM Data Set show that our new algorithm, S-SimRank, outperforms 
other algorithms. 

1   Introduction 

Nowadays, with more and more papers are published, we find that it is difficult to 
cluster all possible papers in one field. In past several decades, researcheres have 
proposed many methods to calculate the similarity among documents by content 
analysis, such as Vector Space Model [1], Boolean model, etc. However, these meth-
ods may not be available for automatically recommending bibliographies.  

Table 1. Professor Jeffrey D. Ullman’s publication about universal relation assumption 

Author Paper Classify 
Jeffrey D. U. A simplified universal relation assumption and its properties Theory 
 SYSTEM/U: a database based on the universal relation assumption System 
 On Kent’s ‘Consequences of assuming a universal relation’ Theory 
 The revenge of the JD Theory  

 

Table 1 lists a series of papers about universal relation assumption which are writ-
ten by Professor Jeffrey D. Ullman. We can clearly find that research on universal 
relation assumption is a long process: Firstly, researchers propose a new theory of 
assumption. Next, they develop a new system called SYSTEM/U, based on universal 
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relation assumption. Thirdly, they find new problems of this assumption and improve 
their theory. Clearly, if we only calculate the similarity between two documents by 
analyzing document contents, the similarity between “A simplified universal relation 
assumption and its properties” and “SYSTEM/U: a database system based on the 
universal relation assumption” is very small. Because the former one is a paper about 
theory but the later one is about system. Obviously, words used in papers about theory 
are much different from words used in the papers about system. However, these two 
papers should be similar because they are all in the same theory system.  

Further thinking about the above-mentioned problem, we discover that these  
papers have the same author, Professor Ullman. In addition, these papers are all pub-
lished on SIGMOD, a top conference in database area. Can we use author and confer-
ence information to solve this problem? If two papers are written by the same author, 
these two papers are more similar. In the same way, the similarity of two papers is 
higher, if they are published on the same conference. [2] [3] [4] introduces the way to 
calculate the similarity by paper link analysis. In these methods, we can discover 
more implicit relationship between documents. However, a new problem appears. 

Table 2.  Professor Gautam Das’s research area 

Author Research Area 
Gautam Das Ranking and Top-k Queries 

 Data Mining 
 Sampling and Approximate Queries 

From Table 2 we see that Professor Gautam Das published many papers in data-
base areas on conferences such as ICDE, VLDB, and SIGMOD. Because these papers 
are written by the same author and published on the same conferences, we can’t dis-
tinguish these papers which are in area of top-k queries, area of data mining and area 
of sampling respectively by only considering link analysis.  

A natural way to solve "implicit relevance" and "topic default" is to combine con-
tent similarity with link analysis. In this aim, we propose a new algorithm, S-
SimRank, to improve the calculation of similarity. Our algorithm has a strong rela-
tionship to SimRank [2]. However, SimRank algorithm contains three disadvantages 
to measure documents similarity. Firstly, this algorithm doesn’t consider term fre-
quency in documents. Secondly, because SimRank is concerned with global similarity 
calculation, it spends lots of time in calculating the similarity between two terms 
which have weak or no relationship. Thirdly, although each part of links has a differ-
ent degree of importance, SimRank does not set weight for different parts of link. 
Based on these observations, we  propose a new algorithm, S-SimRank. The main 
contributions of this work are as follows: 

z Term frequency is considered in S-SimRank to calculate similarity between 
documents, which improves the accuracy of similarity between papers. 

z S-SimRank leaves out unnecessary similarity calculations so that S-SimRank is 
much more efficient than SimRank.  
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z We propose a method to set weights for different kinds of links, which dramati-
cally improves the similarity calculation accuracy between documents.  

The rest of this paper is organized as follows: Section 2 presents related works. In 
section 3, we introduce our algorithm, S-SimRank (means Star SimRank), to find re-
lated papers. Section 4 shows the experimental result. Finally, we present the  
conclusion in Section 5.  

2   Related Work 

Currently, there are mainly three kinds of methods to measure the similarity between 
documents: content analysis, link analysis and hierarchical domain structure analysis.  

Content analysis includes two models: Vector Space Model and Boolean model. In 
Vector Space Model [1], each document is represented as a vector of terms. And 
relevance is measured by the similarity (e.g. cosine of angle) between each vector. 

The similarity between documents can be calculated by analyzing links between 
documents. Some works focus on analysis of citation between documents. The analy-
sis of citation graph aims to find related papers using citing relationship among them. 
The most common measures are based on co-citation [5] and co-coupling [6]. Co-
citation means if two papers are often cited together by others, they may discuss  
related topics. Similarly, co-coupling means if two papers cite many papers in com-
mon, they may focus on the similar topic. In [7], Amsler proposed to fuse biblio-
graphic co-citation and co-coupling measures to determine the similarity between 
documents. Some recent works, [8] further leveraged citation and provided a good 
mechanism to discover more implicitly similar objects. [9] demonstrated that citation 
and term could be integrated effectively into VSM. [10] [11] [12] [13] combined both 
citation and term to calculate the similarity between two documents. [14] proposed an 
algorithm to take two different features, content and citation, into account simultane-
ously and let them reinforce each other to get better performance. Some other works 
focus on the analysis of documents’ out-links. [3] analyzed the DBLP data set and 
discovered that if two papers have the same author, these two documents are much 
more similar and if two papers are published on the same conference, they also have 
the similar topic. In addition, [3] also designed an effective algorithm to cluster the 
relative papers by documents link analysis. 

Some other works focus on hierarchical domain structure analysis. [15] and [16] 
calculate the similarity by analysis of path length and nearest-common ancestor of 
two documents. [15] proposed that hierarchical domain structure analysis, compared 
with traditional similarity measures, matches human intuition better.  

3   S-SimRank 

In this section, we will first introduce a method using content information to calculate 
document similarity. Then, we will give an effective and efficient algorithm, S-
SimRank, to compute similarity by considering both content and links. Finally, we 
propose a method to calculate weights for different links so that accuracy can be  
improved.  
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3.1   Content-Based Similarity Calculation  

The relationship between the paper and its content can be considered as links between 
the paper and words in content. [2] presented that two objects are similar if they are 
linked with similar objects, and the similarity between two objects x and y is defined 
as the average similarity between objects linked with x and those with y. Thus, if two 
documents link with many same words, these two documents are much more similar. 
Furthermore, if two words are in the same document, these two words may be in the 
same topic. However, method proposed in [2] does not consider word frequency in 
documents. Thus, it gets wrong similarity result between documents in some cases. 
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Fig. 1. Relationship between documents and 
words 

Table 3. Documents’ similarity matrix (C=0.8) 

 Doc1 Doc2 Doc3 
Doc1 1.000 0.497 0.497 
Doc2 0.497 1.000 0.497 
Doc3 0.497 0.497 1.000 

 

For example, consider document-word graph shown in Figure 1, nodes on the left 
hand represent document doc1, doc2, and doc3, while nodes on the right hand repre-
sent words occurred in each documents. Apparently, Doc1 contains three words, ap-
ple which appears 2 times, banana 1 time and fruit 3 times, analogously to Doc2 and 
Doc3. Similarity result between documents calculated by SimRank[2] is shown at 
Table 3. Because [3] neglects word frequency in each document, similarity of Doc1 
and Doc2 is equal to similarity of Doc2 and Doc3. Clearly, that is not right.  

The inspiration comes from people random walks at a graph [17] [18]. When a per-
son stand at node “Doc1” in Figure 1, probability of this person walking to word 
“banana” is 1/(2+3+1) , the probability to “apple” is 2/(2+3+1) and to word “fruit” is 
3/(2+3+1). In addition, when a person stand at the node “banana”, the probability of 
this people walks to Doc1 is 1/(1+1+2), to Doc2 is 1/(1+1+2) and to Doc3 is 
2/(1+1+2). After we iterate this computation for several times, the similarity has been 
distributed at each node in the graph.  

Following this motivation, we have the following formula to calculate similarity 
between object a and b,  i.e., ( , )s a b : 

| ( )| | ( )|

| ( )| | ( )|
1 1

1 1

1                                                                                     
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Decay factor d is a constant between 0 and 1. If a is a document, tf (Oi(a))is the 
frequency of the ith word  occurred in a. If a is a word, tf (Oi(a)) is the frequency of 
this word a in document Oi(a). ( )O a describes the set of objects linking to a, and 

Oi(a) is the ith object linking to a. The same thing holds for tf (Oj(b)), O(b) and Oj(b). 
Similarity matrix recalculated by formula (1) is shown in Table 4. 

Table 4. Similarity matrix calculated by formula (1) (d=0.8) 

 Doc1 Doc2 Doc3 
Doc1 1.000 0.498 0.231 
Doc2 0.498 1.000 0.231 
Doc3 0.231 0.231 1.000 

In Table 4, similarity between Doc1 and Doc2 is much higher than similarity 
between Doc1 and Doc3. In addition, similarity between Doc1 and Doc3 is equal 
to similarity between Doc2 and Doc3. Clearly, this result matches well with 
human intuition for these documents.  

3.2   S-SimRank Algorithm Introduction  

Before we talk about S-SimRank algorithm, we will discuss our model for document 
similarity calculation. This model is illustrated by Figure 2. 

abstract words

conferenceskeywords 

authors

 

Fig. 2. Documents similarity model 

We calculate similarity between two papers by considering four aspects: keywords 
and abstract words, authors and conference.  

3.2.1   Problems of SimRank 
When we calculated SimRank algorithm for Figure 2, we discover that the SimRank 
result matrix is a sparse matrix which contains a great number of zeroes, so it con-
sumes a large amount of calculation for unnecessary similarity calculation in the 
graph. For example, when we calculate similarities between 1000 papers by SimRank 
algorithm, result matrix has nearly 64000000 values, while only about 100000 of 
them in the matrix will affect documents similarity calculation. However, others in 
the matrix remain 0 during the whole process of running the algorithm. 

For example, we calculate similarity matrix for Figure 3 by SimRank algorithm 
and similarity result matrix is shown at Table 5. In this table, we can discover that 
similarity between node set A and node set B are equal to 0 and similarity between 
node set B and node set C are also equal to 0. However, SimRank has to calculate 
similarity between these unnecessary nodes.   
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Fig. 3. Documents similarity 
model 

Table 5. Similarity matrix, d=0.8 

 a1 a2 a3 a4 b1 b2 b3 b4 c1 c2 c3 c4 
a1 1 0.55 0.25 0.25 0 0 0 0 0.40 0.40 0.40 0.40
a2 0.55 1 0.25 0.25 0 0 0 0 0.40 0.40 0.40 0.40
a3 0.25 0.25 1 0.55 0 0 0 0 0.40 0.40 0.40 0.40
a4 0.25 0.25 0.55 1 0 0 0 0 0.40 0.40 0.40 0.40
b1 0 0 0 0 1 0.36 0.26 0.36 0 0 0 0
b2 0 0 0 0 0.36 1 0.36 0.26 0 0 0 0
b3 0 0 0 0 0.26 0.36 1 0.36 0 0 0 0
b4 0 0 0 0 0.36 0.26 0.36 1 0 0 0 0
c1 0.40 0.40 0.40 0.40 0 0 0 0 1 0.55 0.25 0.25
c2 0.40 0.40 0.40 0.40 0 0 0 0 0.55 1 0.25 0.25
c3 0.40 0.40 0.40 0.40 0 0 0 0 0.25 0.25 1 0.55
c4 0.40 0.40 0.40 0.40 0 0 0 0 0.25 0.25 0.55 1  

3.2.2   S-SimRank Method  
One intuitive method comes from Bipartite SimRank algorithm. We try to extend 
bipartite SimRank algorithm to calculate similarity. For example, we calculate the 
similarity between nodes in node set A by considering their links to node set B (A←B, 
for simplicity), then B←C and iterate for several times. However, some new problems 
occur. 

 b1 b2 b3 b4

b1 1 0.600.280.28

b2 0.60 1 0.280.28

b3 0.28 0.281 0.60

b4 0.28 0.280.601 

 b1 b2 b3 b4 

b1 1 0.28 0.28 0.60 

b2 0.28 1 0.60 0.28 

b3 0.28 0.60 1 0.28 

b4 0.60 0.28 0.28 1 

(a)                               (b)                                   (c)                                     (d)  

Fig. 4. Different ways to calculate nodes similarity, d = 0.8 

As shown in Figure 4 (a) and (c), we try two different orders to calculate nodes 
similarity. Result matrix of similarity of node set B are shown at (b) and (d) respec-
tively. Surprisingly, they are different. Clearly, these similarity matrixes are not equal 
to the result of SimRank, and they don’t match our observation either because result 
should be like ( 1, 2 ) ( 1, 4 ) ( 3, 4 ) ( 2 , 3)s b b s b b s b b s b b= = = .  

The reason is that by SimRank method, in the (k+1)th iteration, the similarity be-
tween node ai and node bj is computed based on similarity scores of all of ai and bj’s 
neighbors in the kth iteration. Therefore, it is unrelated to order of calculation. How-
ever, when we calculate similarity among nodes in node set B, we only consider one 
side of these nodes, not considering both sides simultaneously. For example, when we 
compute by the order of , in formula (1), we will calculate node set B’s similarity by 
node set C, and then compute node set B’s similarity by node set A for one iteration. 
Because each time the similarity will multiplied decay factor d, the influence of node 
set C to node set B is much stronger than the influence of node set A to node set B. 
Thus, we get false result that similarity of node set B is order-dependent. In sum,  
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when we compute the node set B’ similarity, we need to take both node set A and 
node set C into consideration equally. 

We extend this observation to star shape graph (we call it star graph). In a star 
graph, we should calculate similarity of center node set by considering all node sets 
around them, which leads to our new algorithm, S-SimRank, described as follows.  

Definition 1. An n-star graph SG is a graph consisting of one set C of center nodes, 
and (n-1) sets of side nodes. Let Si be the ith set of side nodes, and S= {S1, S2, …, Sn-1}. 
Each set Si of side nodes only have relationship with center nodes, which is repre-
sented by edge between them in the graph. 

For example, Figure 3 shows a 3-star graph. In this graph, B={b1, b2, b3, b4} is the 
set of center nodes, A={a1, a2, a3, a4} and C={c1, c2, c3, c4} are two sets of side 
nodes. There are edges between A and B, and between C and B. There is no edge 
between A and C.  

Obviously, this n-star graph can be divided into (n-1) bipartite graphs, and each bi-
partite graph consists of a set of center nodes and a set of side nodes. In the bipartite 
graph  C−Sx shown in Figure 5(b), C and Sx are node sets. To model the random walk 
after landing on a node, a probability distribution matrix should be given, which we 
call transfer matrix. 

1S C

xS

1−nS
xS

SCTM →

CSTM →

a

b

c

d

e

C C xS

 

Fig. 5. n-Star Model and C−Sx bipartite model 

Definition 2. The transfer matrix 
xSCTM →
of a bipartite graph  C−Sx in an n-star graph 

SG consists of || C  vectors, where || C  is the number of nodes in C . Each vector 

describes the probability of a node in C  to each node in
kS , with elements nonnega-

tive and added up to 1.  

For the bipartite graph shown in Figure 4(c), we can get a transfer matrix 

⎥
⎦

⎤
⎢
⎣

⎡
=→ 2/12/10

3/13/13/1
xSCTM  

from node set C to node set 
xS . It shows that for node a , it has the probability of 1/3 

to node c , and the same probability to node d  and e .  
In S-SimRank, Each iteration can be divided into two steps: (1) compute the transferred 

similarity in one bipartite graph; (2) make each bipartite graph reasonably weighted. In step 
(1), we set ( , )s c d  as the similarity between node c  and d . ( , )s c d  has relationship with 

node a  and b , because c  and d  connect to them. The transfer matrix 
kSCTM →
 plays a 

great role in describing this relationship.  
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Let ( )kxSim C  donate the kth iterative similarity matrix (|C|×|C|) of C  by bipartite graph 

xC S− , ( )xkSim S (x=1, 2, , n-1) donate the kth iterative similarity matrix of 
xS , and let 

( )xkSim C S→  donate the computing process of getting ( )kxSim C  according to transfer 

matrix 
xC STM →
. Constant d  is a decay factor, showing that along with iteration, the influ-

ence transferred from other nodes becomes weak. As discussed above, for ,i ja a ∈
xS , ,i jc c  

in node set C , we can write iteration equations for Simk+1(C→Sx): 

| | | |

1
1 1

s ( , ) ( ) ( ) ( , )       ( 2 )
x x

xx

S S

k i j C S il C S jp k i j
l p

a a d T M T M S im a a+ → →
= =

= ⋅ ⋅ ⋅∑ ∑
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1( )k xSim S C+ → : 
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For 
i ja a= , s ( , ) 1k i ja a = , and analogously for s ( , )k i jc c . When 0=k , 

0s ( , )i ja a  is a 

initial similarity matrix. Following our motivation, if 
i ja a=  then 

0s ( , )i ja a  should be 1, 

otherwise 0. Therefore, )(0 SSim  can be initialized to be a identity matrix, and analogously 

for )(0 CSim . 

Based on these definitions and notations given above, the main steps of our Unweighted 
S-SimRank approach can be shown as follows. 

Algorithm Unweighted S-SimRank  
Input: decay factor d , transfer matrix 

xSCTM →
, 

CSx
TM →

, 

11 −≤≤ nx , tolerant factor ε . 
Output: similarity matrix )(CSim . 

 0←k  

←)(0 CSim identity matrix 

for each 
xS ∈ S (x=1,2, …,n-1) 

 ←)(0 xSSim identity matrix 

while(max( )()(1 CSimCSim kk −+ )>ε ) 

 for each 
xS ∈ S 

  compute ( )k xSim C S→  

  compute ( )k xSim S C→  getting )(CSimkx  

              ∑
−

=
+ −

=
1

1
1 )(

1

1
)(

n

x
kxk CSim

n
CSim  

 1+= kk  
return )(1 CSimk +  

Unweighted S-SimRank tries to get similarity matrix from each bipartite 
graph, and gain mean value as iterative result of center node set. Also the newly 
changed similarity matrix of center node set will influence the similarity matrix 
of each side node sets. Obviously, in Unweighted S-SimRank, the status of every 
bipartite graph is equal. By adequately weighted, the bipartite graph with higher 
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score will play a greater role than lower ones. Weighted S-SimRank will be dis-
cussed in Section 3.3. 

Let us analyze the time and space complexity for this method of computing S-
SimRank. Let 

1d be the average number of nodes in the node sets and n  is the 

number of node set. The space required is simply 2
1( )O nd  to store the results kR . 

Let 
2d  be the average of |O(a)||O(b)| over all node pairs (a, b) , and k the itera-

tion number. The time required is 2
1 2( )O knd d , since for each iteration, the simi-

larity score of every node-pair ( 2
1d of these) is updated with values from its  

in-neighbor pairs ( 2d  of these on average). As it corresponds roughly to the 

square of the average in-degree, 
2d  is likely to be a constant with respect to 

1d  

for many domains. 

3.3   Weighted S-SimRank  

[19] shows that in web page, words in different parts have the different importance. 
For example, the words in title are much more important than the words in contents.  

Thus, in n-Star Model SGn, we define Weighted S-SimRank formula as follows: 

1 1

1
1 1

( ) ( ) 1
n n

k kx x x
x x

Sim C Sim C w w here w
− −

+
= =

= ⋅ =∑ ∑  (4) 

However, how to learn weight value is a challenging problem. Some classification 
algorithm [20] such as Bayes algorithm, Decision Tree, and Neural Network learn the 
math model by training data and then evaluate the model by test data. In the same 
way, we can also get the weight values from training data and then use the learned 
weight values to calculate other data.  

We use each factor’s influence degree to decide the importance of the factor. In our 
model, we calculate documents similarity by each factor, cluster these documents and 
then compare the result with the standard documents category (final result). We use 
formula (5) to calculate weight of each factor. 

1

1

( )
( )

( )

( ) ( )

x
x

n

x x x
x

right S
accuracy S

count paper

w accuracy S accuracy S
−

=

=

= ∑

  

(5) 

In formula (5), )( xSright  means the number of correctly classified documents only 

considering factor 
xS , and ( )count paper  is the total number of papers, |C|. 

4   Experiment and Evaluation 

4.1   Experiment Setup  

In this section we report experiments to examine the efficiency and effectiveness of S-
SimRank. The dataset includes 14000 papers downloaded from ACM [21]. We want to 
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focus our analysis on these computer science papers and group them into clusters so that 
each cluster of papers is in a certain research area. We remove conferences and journals that 
are not well known. As a result, there are 90 conferences or journals left. We select 1077 
most productive authors, each having at least 3 publications. We choose 132063 most fre-
quent words stems from abstracts of these papers, excluding 46 most frequent words which 
are removed as stop words. There are four types of objects to calculate documents similar-
ity: 1077 authors, 90 conferences or journals, and 15342 keywords and 132063 word stems 
in abstracts.  

We take PAM [20], a k-medoids clustering approach, to cluster papers based on similari-
ties calculated by our method. We randomly select the initial centroids for 50 times when 
do clustering and choose the most accurate result. All our experiments are running on a PC 
with a 1.86G Intel Core 2 Processor, 2GB memory, under windows XP Professional envi-
ronment. All of our programs are written in java. Every experiment is performed at least 3 
times, except the case when the number of papers is above 600 for SimRank. 

We generate 6 datasets which include 100, 200, 400, 600, 800, 1000 papers from the pa-
per set respectively for the performance evaluation experiments, among which the first and 
the last datasets are used for accuracy test. All of the 100 papers come from three areas, 
Information Systems, Computing Milieux, and Software. All of the 1000 papers are from 
three areas, Hardware, Software, and Information Systems. 

4.2   Experiment Results 

In the first set of experiments, we want to compare the accuracy among SimRank, Vector 
Space Model, S-SimRank and Weighted S-SimRank. At the beginning, We study the weight 
from 100 documents. The weight value of each factor is shown at Table 6. In Figure 6, we 
draw an accuracy contrast diagram for each algorithm for datasets including 100 and 1000 
papers respectively.  In these experiments, VSM performs worst among these algorithms, 
because it only considers the documents content. Weighted S-SimRank has the better result 
than Unweighed S-SimRank, because the importance of each factor is different.  

Table 6. Learning weights from 100 papers 

Training set : 100 Papers Key Words Authors Sources Abstracts 
Weight(W) 0.227 0.218 0.256 0.299 

 

 

Fig. 6. Precision vs. Paper Number Fig.7. Precision vs. Weight 
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In the second set of experiments, we want to test whether or not our method is 
an effective way to determine the weight. Figure 7 illustrates cluster precision 
for the different abstract weights. Between 0.2 and 0.3, we gain the highest pre-
cision of the clustering. The weight of abstract based on formula (5) is 0.299, 
which is very close to our experiments  

We use the formula 6 to evaluation the convergence performance. 

| |,| |

1, 1
( ) max ( ( , ) ( , ) )       ,

C C

k i j i j i j
i j

Dv k s c c s c c c c C
= =

= − ∈  (6) 

In formula (6), k is the iteration number. Dv  (Different value) means maximal change 
value of the similarity for the k-iteration to convergence value. Figure 8 describes the con-
vergence performance of each algorithm, which shows that SimRank is the best. Because 
SimRank will calculate all of the nodes in graph in each iteration, it needs less iteration 
times than S-SimRank to converge. In addition, we discover that with the increase of the 
number of nodes in the graph, the speed of convergence improves. However, since in each 
iteration SimRank need to do much more computation than S-SimRank, the time spent for 
each iteration differs a lot, which is shown in Table 7.  

 

     (a)  Convergence for 100 papers                     (b) Convergence for 1000 papers 

Fig. 8. Convergence 

Table 7. Performance on each iteration 

            Paper# 
Algo.Time(s)      200 400 600 800 1000 

VSM 0.463 1.76  4.199  6.853  10.034 
SimRank 789.128 2448.039 6791.292 12807.081 21754.430 

S-SimRank 33.297 163.528 454.490 886.492 1463.465 
 

After these algorithms have iterated for ten times, we get the average value of time 
used for each iteration. In Table 7, it can be seen that average time consumed in one 
iteration for SimRank is about 20 times more than that of S-SimRank.  

In sum, we can see that S-SimRank is the most competitive method, since it reaches 
higher accuracy, and is more efficient than SimRank. 
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5   Conclusion 

In this paper we propose an effective and efficient approach, S-SimRank, to group 
related papers. We take term frequency into consideration when calculating the simi-
larity between documents. Besides this kind of content information, we also consider 
information linked to each paper, such as keywords, abstract words, authors and con-
ferences. Using the star shape linked information, we improve existing algorithm, 
SimRank, to neglect unnecessary computations by decomposing the graph. In the 
meantime, we also assign different weights to each link.  Experiment results show  
S-SimRank achieves high efficiency and accuracy in clustering related papers. 
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Open Domain Recommendation: Social

Networks and Collaborative Filtering

Sarah K. Tyler and Yi Zhang
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Abstract. Commercial enterprises employ data mining techniques to
recommend products to their customers. Most of the prior research is
usually focused on a specific domain such as movies or books, and rec-
ommendation algorithms using similarities between users and/or similar-
ities between products usually performs reasonably well. However, when
the domain isn’t as specific, recommendation becomes much more diffi-
cult, because the data could be too sparse to find similar users or similar
products based on purchasing history alone. To solve this problem, we
propose using social network data, along with rating history to enhance
product recommendations. This paper exploits the state of art collabora-
tive filtering algorithm and social net based recommendation algorithm
for the task of open domain recommendation. We show that when a so-
cial network can be applied, it is a strong indicator of user preference
for product recommendations. However, the high precision is achieved
at the cost of recall. Although the sparseness of the data may suggest
that the social network is not always applicable, we present a solution to
utilize the network in these cases.

1 Introduction

Recommendation systems use information from both users and products to pre-
dict which products a given user might prefer. Many Collaborative filtering
techniques have been proposed to recommend products to a user using informa-
tion from other users with similar tastes and preferences.

However, prior research work on recommender systems are usually limited to
a specific domain, such as movie recommendation with either the MovieLens or
Netflix data. While the number of movies in general may be large, the number
of new movies produced each year is relatively small, and the number of block-
busters seen by large audiences is even smaller. For most of the similar user pairs,
there are often some movies seen by both of them, and for most similar movie
pairs, there are often a lot of over lap of viewers. If two users have both rated
the same subset of movies, one can aggregate the information to see where their
similarities and differences lie; if they share similar genre tastes, favorite actors
or other aspects in common. If the number of movies they have both rated is
relatively small, it is harder to determine the underlying causes that makes the
ratings either similar or dissimilar with respect to each other. In these contexts,
additional information could be helpful. Similarly, the problem exists for product
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pairs. In close domain recommendation, especially the widely studied movie rec-
ommendation scenario, one can usually achieve a reasonable degree of accuracy,
because this problem does not dominate the average performance. However, this
becomes a serious problem in open domain recommender systems.

To solve this problem, especially for open domain recommender systems, we
exploit additional contextual information, the social and trust networks, for rec-
ommendation. If the user has selected a group of friends or identify a group of
people he/she trusts, we assume they share some interests in common. While
a user may add anyone to their social network, there is an implicit assumption
of kinship: work acquaintance might share a professional interest while social
friends may share hobbies. While the connection between any two individuals
may be tenuous, a large group of connections can potentially bias the recommen-
dation system in the right direction. Our goal is to combine these multiple types
of information to enhance prediction when a small number of training ratings
per product hamper the accuracy of traditional methods.

This paper compared several representative recommendation techniques on a
open domain recommendation task. We found that the trust network method
worked the best in terms of precision, but was applicable in a limited context
thus having low recall. The regularized Singular Value Decomposition method, a
collaborative filtering technique, on the other hand, fell victim to the perceptivity
of the data. Being a more complex model, it did not have sufficient data to learn
the hidden representations and was not able to outperform a simple baseline.

2 Related Work

Typically recommendation filtering uses collaborative filtering. The idea is to
find similar individuals, and similar products, in order to make the best recom-
mendation. For example, memory based heuristics, and model based approaches
have been used in collaborative filtering tasks [1] [2] [8] [10] [17]. The drawback
to these approaches is that they require significant amounts of data per user and
per product.

Content based approaches such as latent semantic indexing[7], also help im-
prove recommendation[15], but face scaling issues. As new items are introduced,
they may have additional, never before seen features. This is especially true when
the context includes natural language such as product description terms, where,
according to Zipf’s law we can expect to see new words, regardless of how large
our training set is.

The notion of using trust networks is not new, both with implicit and explicit
networks. Referral Chains use word co-occurrences to build an informal network
and uses the network to enhance web search[9]. Yet the question seems to be
how to apply it since social connections are not necessarily the same as trusted
connections, and may be tenuous at best [14].

TidalTrust is a recommendation technique that allows users to specify a degree
of trust for each person in the network [5][6]. The trust is then accumulated over
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neighbors of varying distance to create a ranked list approach. The top ranked
items are then presented to the user, and are the only ones used in the evaluation.

Other recommendation work involving social networks has focused on the user
profiles. Liu et al.[12] harvested profile pages on Friendster, Orkut and MySpace,
using the user supplied interests to create Interest Maps to form taste cliques
for product recommendation. Their work, however, focused on the profiles and
not the connections between users.

The trust network approach has been discussed in conjunction with the same
data set we use. Massa et al.[13] showed the potential power of trust networks,
and argued for a way of propagating trust over all users. Leskovec et al. [11]
also did a study of information cascades, which is typically studied in the blog
domain. In their study, users could select who to share a product with. As a
result, Leskovec et al. were able to see how the social network influenced the
cascade of products in a recommendation environment.

3 Methods

To see how existing recommendation techniques perform on an open domain
recommendation task, we looked at three types of methods. The first approach
is a base line weighted average that had no personalization. The second approach
made predictions based on the social network. Lastly, a collaborative filtering
approach commonly used for product recommendation in the movie domain was
applied.

3.1 Baseline

In order to determine whether personalized recommendation will help, we first
needed a baseline which predicts each product rating independent of the users
and sans personalization. The baseline predicts a product’s rating by taking
the average rating for the given product in the training set. This is a common
approach when the number of ratings per product and per user are small. In
these instances there is not enough data to model the hidden variables and more
complex models can not be trained well. In our case users review on average 2
products, and products have on average 2.4 ratings.

One added benefit of this approach is that it is very fast and simple, as there
are no hidden features to estimate. This method also has two drawbacks. First,
the predicted rating can easily be skewed by a single review when the training
data is sparse. Second, some individuals have a predisposition to rate products
either high or low and this model does not account for individual user’s rating
bias. This algorithm assumes a user’s rating of a product i is the average rating
of that particular product. The approach is detailed in Equation 1.

ri =
1
ni

Σuriu (1)

Where rui is user u’s ratings of product i. ni is the number of users that have a
non missing rating for product i, ni = ||{ Number of users where riu is defined}||.
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3.2 TidalTrust

We used TidalTrust as our social network recommendation system since it pro-
vides a way of propagating trust as Massa et al.[13] called for. TidalTrust utilizes
the extended trust network for users by creating a trust flow metric. If two users
do not trust each other directly, the amount of trust between them is the product
of the trust along each part of the path. In cases where there is more than one
path, only the path with the highest trust score is used. When a prediction is
needed for a specific user and product, the trust network is explored to find other
users who rated the same product. If a member of the trust network has rated
the item, their opinion is weighted according to their distance from the initial
user, and by how much trust is exhibited along the path between the two users.
This method only needs to walk the trust graph to make a prediction which can
be very fast. Most users trust a very small fraction of the overall user set. The
approach is outlined in Equation 2.

riu1 =
Σu2∈Stu1u2riu2

Σu2∈Stu1u2

(2)

Where tu1u2 is the trust of u1 to u2 and riu2 is the rating of product i by user
u2. In our dataset, each trust instance had the same weight. The tu1,u2 term was
constant and dropped out of the equation. The predicted rating in this instance
is the average of the rating in the trust network. Used in this manner, TidalTrust
is similar in effect to the baseline.

3.3 Singular Value Decomposition

For our collaborative filtering approach we used singular value decomposition 1.
We first create a sparse user-product rating matrix. Each user is represented as
a vector of products where the index into the vector indicates a given product’s
rating. Each product is represented as a vector of users where the index into
the vector indicates a given user’s rating of the product. The singular value
decomposition technique is then used to find the hidden representation of users
and products in a low dimensional space. Finally a new user-product rating
matrix without missing entries is reconstructed using the learned low dimensional
representation.

Singular value decomposition[3] is one of the effective collaborative filtering
techniques that works well on the well know Netflix data set, which contains 100
Million explicit movie ratings from about 1 Million Netflix customers over a long
period of time (1998-2005). It scales well, and is capable of learning the hidden
factors that account for individual’s uniqueness and rating patterns. It performs
much better than Pearson Correlation and Netflix’s own system.

In our case, the singular value decomposition will likely be less effective be-
cause of how simultaneously diverse and sparse our data is. When dimensionality
of the user vectors is high, each user begins to look equally far away from the
1 We acquired our implementation of Singular Value Decomposition from Timely
Development[3] which they used for the Netflix Prize and distribute freely[16].
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rest. For our data, we varied the number of hidden features. Since the size of our
data is limited, it would be difficult to learn many features, however our diverse
domain indicates more features would be necessary.

4 Data

The data set used was collected from Epinions.com[4] in January of 2008. Epin-
ions.com is a commercial site that allows users to rate products, give reviews,
and share their opinions with other users. Each user can also specify which
other users he or she trust. Collecting these individual trust instances creates a
directed graph of trust.

One of the advantages of Epinions compared to other review sites is that
users can rate any kind of item they wish, from mattresses to restaurants. While
a benefit to the epinions.com user base, this increases the size of the product
space on which to make predictions. As a result, the number of hidden features
required to make an accurate prediction in this domain is likely greater than the
number needed in domains where there is more consistency between products.

Second, the same feature value may have very different effects on two different
products. For example, a $100 laptop may seem like a steal, but a $100 pack of
gum is likely over priced. Here the same feature value for price influences the
recommendation in two different ways even for the same user.

The data sample itself consists of 85,139 user-product ratings, each on a scale
of 1-5. The average user-product rating was 4.02 with a standard deviation of

Fig. 1. The graph of the number of products in the test set with N reviews in the
training set. Not shown here is the number of the 7428 products with zero reviews.
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1.14. There are 35,137 unique products and 41,696 unique users. This means each
user has an average of two reviews, and each product has on average 2.4 ratings.
Compared with commonly used recommendation data sets, which usually have
hundreds of ratings per user and tens of thousands of ratings per product, it is
much harder to do well on this data set. Figure 1 shows the that data follows
an approximately Zipf law curve.

In the initial TidalTrust paper, users could specify the degree to which they
trusted another user. In our data set, however, all we can see is whether or not
a user trusts another user. There is no notion of why a user is trusting another
user, or how much trust between exists between the users. In this setting we are
forced to assume uniform trust in our implementation.

5 Evaluation

In order to evaluate the different models, we need to establish some objectives. In
the first case we wanted to see how closely the model conforms to ground truth
and we use Mean Square Error as the objective. However, finding the ground
truth value is not the primary goal of recommender systems. When creating a
recommender system the primary task is to ensure that the item recommended
is desirable to the user. Items that are unrelated and not recommended are less
important. Therefore, in the second case, we examine whether the highly rated
products are desirable to the end users.

The ratings follow a roughly Gaussian distribution, with a center of 4.02.
Therefore, to achieve the first objective we used mean squared error (MSE)
which follows naturally from the distribution. For the second objective we used
several different methods. The first was a precision recall curve, which describes
the precisions of recommended items at different “desirable” (or user preference)
thresholds. For example, if the “desirable” threshold is 4, we assume a user who
rated the product with a 4 or a 5 liked the given product, but a user who rated
it with a 1, 2 or 3 did not. In recommender systems, precision is usually more
important than recall, so our discussion often centers on precision.

Often users will only look at the first couple of items. To measure how well our
models would perform in this environment, we also include macro averages Pre-
cision@K and AverageRating@K. It turns out in our environment the number of
reviews per product is often low, following a long tail distribution. For example,
half of the products that exist in our testing set, do not exist in the training set.
Half of those that do, only occur once in the training set. The number of ratings
per user follows a similar distribution. Since a small percentage of our products
have more than one rating, we often let K=1 for our macro averages.

We also looked at an aggregate Precision@K that was independent of users,
where all user-product pairs are ordered according to rating and the precision
is calculated for the top K product-user ratings. For this evaluation, we selected
only two thresholds for “desirable” when computing these measures. The first,
4.0 reflects the average rating users tend towards. Using the average tends to
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lead to very good results for all models, so we also choose a threshold of 4.5.
Since users are bound by integer ratings, only products that received a 5/5 were
deemed interesting. The models needed to make a prediction that rounded to 5.

Our original 20% split of our 80/20 partitioning consisted of 14,873 test cases.
However, only 7,445 test instances contained a product or user also in the 80%
partition used for testing. For our evaluations we used this subset of users.

5.1 Baseline

For our first objective, we calculated an MSE of 1.36. The F-measure for the
baseline in Figure 2 exhibits a knee at 3.5. This is partially due to the fact that
the average measurement calculated in the baseline can be skewed by either a
very strong or very negative rating. The closer the threshold for “desirable” is
to the maximum value or minimum value, the less likely it is for the average
rating to recover from a strongly dissenting rating, especially when half of the
data that occurs in the test set occurs less than twice. This is also reflective in
the sharp downtick of precision, recall and F-measure around 4.5.

Coincidentally, the average rating is 4.02 with a standard deviation of 1.14.
The high precision, recall and F-measure for the “desirable” threshold of less
than 3 are inflated since the data is so strongly skewed.

The AverageRating@K for k = 1 was 4.0 and the AveragePrecision@K for
k = 1 item was 0.84 and 0.59 for the 4.0 and 4.5 thresholds of “desirability”
respectively. This demonstrates that the baseline is reasonably accurate in pre-
dicting whether an item is in the top half of all items, but is not as accurate at
predicting the very top rated items.

Fig. 2. A Graph of the overall precision, recall and F-measure for the each model. The
recall and F-measure for Tidal Trust was less than 0.015 at all thresholds.
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5.2 TidalTrust

The TidalTrust MSE was extremely low, 0.52, less than half of the MSE for
the baseline although we only calculated the MSE in products where prediction
was possible. Along similar lines, precision was very high as shown in Figure 2.
Recall, however, was less than 0.008 for all “desirable” thresholds. This was an
artifact of how few instances could be rated with TidalTrust. While TidalTrust
was able to make strong predictions, it was only able to make a prediction in
75 of the 7,445 test cases, or 1% of the time. It appears that if a product was
rated by someone in the given trust network, the two users often agree both in
polarity and in magnitude of the rating. However, most of the time two users
in a given trust network do not rate the same product. In our data set, a given
trust network generally may only have one item that exists in common with
more than one user. Still, this approach shows promise.

The strong MSE metric in general, along with the precision curve show that
trust networks do have a positive effect on rating prediction, but more work
needs to be done to harness that power.

The baseline, when run over the 75 instances that could be predicted using
TidalTrust, had a MSE of 0.49, very close and on the surface slightly better
than the MSE of TidalTrust. However, in those 75 instances, TidalTrust exactly
agreed with the true rating value in 59 instances. In contrast, the baseline was
within 0.25 of the true rating in only 32 instances. If we increase the window
to 0.5 the baseline was within the true value in 38 instances. When the trust
network could make a prediction, it seems to be more accurate than the baseline
at finding the exact rating.

In fact, TidalTrust so closely matched the predicted value, that it was only off
from the actual value by more than 1 in three of the seventy five instances. When
it was off, however, the difference was significant. In one instance TidalTrust’s
predicted rating was off by 4 from the true rating, and in another it was off
by 3. In contrast, the greatest the baseline was off on these 75 instances was
2.2, however there were 10 instances where the baseline was off by more than 1
and less than 2 to the true rating. If you treat the three instances of magnitude
greater than 2 as outliers from both the baseline and TidalTrust, the MSE of
TidalTrust is 0.23 where the MSE of the baseline is still 0.48. While in general
MSE may not be an appropriate measure for recommendation accuracy, the
measure does support that Tidal Trust, on average, beats the baseline.

Figure 3 and 4 offer a different perspective on the same phenomenon with
the Precision@K metric. Here, items are ranked according to their predicted
rating, independent of users. We see that the precision values are near 1 for all
values of K. In environments were precision far outweighs recall, such as product
recommendation, there is a clear advantage for Tidal Trust.

AverageRating@K for k = 1 was 4.1. The average precision rating for the top
1 item per users are also reflective of the same nature, 96.7 and 93.4 for the
4.0 and 4.5 thresholds respectively. This shows that Social Network information
consistently influences product recommendations when they can be applied.



338 S.K. Tyler and Y. Zhang

Fig. 3. A graph of the baseline precision, recall and F-measure for different thresholds
of “desirable”. The Knee around 3-3.5 occurs before the average product rating.

Fig. 4. A graph of the baseline precision, recall and F-measure for different thresholds
of “desirable”. The Knee around 3-3.5 occurs before the average product rating.
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5.3 Singular Value Decomposition

The final approach used was collaborative filtering in the form of singular value
decomposition.

In this case the MSE dropped considerably to 1.5, just above the baseline. This
is indicative of two things. The data itself is so sparse that the hidden features
cannot be trained well, and that collaborative filtering may require much more
data than is available.

The precision and recall curves are similar to the curves in Figure 2, and are
nearly identical to the baseline. We see, however that Percision is slightly higher
than the baseline by Figures 3 and 4 according to the Precision@K metric.

In terms of the macro average, Precision@K for k of 1, SVD scores 86.2 62.7
for thresholds of 4.0 and 4.5 respectively. Like the baseline, the SVD model is
more accurate when it predicts a product is in the top 50

Netflix Data. It is worth noting that Singular Value Decomposition is the
collaborative filtering technique that is often used in the movie domain because
it is able to distill the movies and users into smaller feature vectors where better
inferences can be drawn over them. The MSE on a sample of Netflix data was
0.77, half the MSE of the Epinions.com data. This is also better than most
reported MSE for Netflix, but only slightly better and could be due to the
sampling bias.

The key difference between Netflix and Epinions is the amount of reviews per
user and product. In a random sample of approximately 4589 Netflix users, each
user has made an average of 27.9 reviews and each product had an average of
15.4 reviews. This additional information provides more certainty when learning
the hidden features.

Our Epinions.com data is simultaneously very sparse, making it difficult to
learn hidden features, and very vast, making a greater number of hidden features
necessary. This makes sense since we have, on average, 2.4 ratings per product
and many products have 1 rating. Learning multiple hidden features is difficult
with the limited amount of data.

6 Conclusions

It is clear that the dimensionality requirements of Singular Value Decomposition
makes the model complexity too high in the epinions.com context. Although
Singular value decomposition outperforms the baseline, it does not outperform
it by much. This indicates it was unable to adequately learn the hidden features
and improve recommendation accuracy.

The trust network proved to be very useful in the limited number of times it
could be applied. It’s accuracy was higher than the baseline for both evaluation
objectives. Even without considering the possible outliers, the trust network
preformed very well. It seems when a product is reviewed by your trust network,
your opinion of it will be closer to that of your network, rather than the entire
user base. Unfortunately, it could rarely be applied, limiting it’s utility. In our
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sample it was only able to make a prediction less than 1% of the time. If the
social network information could be applied in more cases, the accuracy of the
recommendation would surely increase.

7 Future Work

The social network aspect of the data shows great promise for improving rec-
ommendation, but the current system is not capable of capitalizing on it. If one
can bootstrap the trust network, they may see a significant improvement.

While a specific product may not be common in a trust network, the trust
network may share general interests, which then influences what products they
would like to purchase. Thus the trust network’s relative opinions of similar
products may be useful for rating prediction. For example, a Single Lens Reflex
(SLR) is a type of advanced lens for digital cameras. For the average user, the
additional cost may be prohibitive for them to purchase a camera with such a
lens, but to an amateur photographer, the lens may be worthwhile. It is likely
that our amateur photographer has friends, colleagues or acquaintances with
whom he or she shares his or her interests. If these acquaintances are in the
social network of our amateur photographer, they may rate similar products
with SLR lenses. Therefore, other products with similar features may have an
average rating in the social network that is close to our amateur photographers’
true rating for the given product. This can help us estimate the rating for a new,
unseen product from the explicit network in the same way that collaborative
filtering is often applied for the implicit network.

We propose using the products’ contextual features to find similar products.
The social network recommendation for each product can be weighted accord-
ing to the similarity of the desired product in addition to the trust distance
between the user and the network. This approximate rating can be used in cases
where the predicted rating cannot be established directly. It is our belief that
this method will show continued improvement over collaborative filtering in this
general domain.
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Abstract. Molecular Dynamics-based simulations have been employed
to study the protein folding process, in which a protein acquires its func-
tional three-dimensional structure. This has resulted in a large number
of protein folding trajectories. As a result, it becomes increasingly im-
portant to analyze such data to facilitate a deeper understanding of the
protein folding mechanism. In this paper, we focus on identifying im-
portant 3D structural motifs in the folding data. We have proposed a
multi-step algorithm that is not only computationally efficient but also
captures the evolving nature of the folding process. Empirical evaluation
demonstrates that such motifs are effective at characterizing a protein’s
structural evolution in its folding process. We also show that such motifs
can be utilized to address important folding issues such as detecting im-
portant folding events, and structurally characterizing a folding pathway.

1 Introduction

Understanding the protein folding mechanism–the process in which a protein
acquires its functional 3D native structure (or conformation)–remains one of the
most challenging problems in computational biology and molecular biology. To
facilitate this understanding, Molecular Dynamics (MD) based computer simu-
lations have often been utilized. Empowered with high performance computing
(e.g., distributed and parallel computing) and large-capacity storage devices,
such simulations can study the folding process in atomistic details with fem-
tosecond resolution [6,11]. This has led to the accumulation of a huge number of
folding trajectories, each corresponding to a time series of 3D conformations of
the protein under study. Accordingly, effectively managing and analyzing such
data has become increasingly important.

Several approaches have been proposed for protein folding data analysis
[3,4,9,10]. However, they are greatly limited since a folding trajectory is often
abstracted to a series of points. Each point corresponds to one 3D conformation
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and consists of one or more scalars to measure the global properties of this con-
formation. Examples of such measurements include radius of gyration, contact
order [12], and SASA (Solvent Accessible Surface Area) [4]. Such an abstraction
prevents one from detecting important structural changes (e.g., the formation of
an α-helix) caused by interactions among amino acids (or atoms) in the folding
process, not to say capturing the the evolving nature of such changes. The ac-
quisition of such information is critical to a detailed understanding of the folding
process. In this article, we present a spatio-temporal approach to achieving this.

Unlike existing methods, this approach focuses on both the temporal and spa-
tial aspects of folding trajectories. It considers each conformation as it should
be, i.e., a spatial structure consisting of a collection of interacting entities. De-
pending on the chosen granularity, such entities can either be individual amino
acids or atoms. We adopt the former in this article. Our approach takes two
main stages. The first stage discovers important structural motifs along a fold-
ing trajectory, and the second stage characterizes the evolving nature of such
motifs and their interactions over time. This article will focus on the first stage.

It is challenging to characterize structural motifs in the folding data due to
the following reasons: First, one cannot simply adopt the same definitions for
well-known motifs such as regular secondary structures including α-helices and
β-sheets, as they are defined w.r.t. native protein conformations and do not take
into account the dynamic nature of the folding process. Second, it is important
to extract both local and non-local motifs, where the former capture the interac-
tions among amino acids close to each other on the primary sequence (e.g., the
amino acids in positions of i and i + 4), and the latter the interactions among
amino acids that are distant from each other on the primary sequence. Finally,
it is computationally expensive to directly work in the 3D space due to the
complexity of the subgraph isomorphism problem [5].

To address such challenges, we have proposed a 3-step algorithm to identify
important structural motifs in the protein folding data. The first step converts
each 3D protein conformation to a 2D contact map and then extracts all the
maximal 2D patterns in this contact map. Such 2D patterns can capture both
local and non-local interaction among amino acids. For each of these non-local
patterns, the second step identifies its corresponding 3D substructure(s), and
then characterizes their geometric properties (e.g., an α-helix) by applying the
commonly used DSSP vocabulary [7]. The above 2D and 3D patterns are clus-
tered into groups respectively based on pattern similarity. Finally, the results
from the previous two steps are combined to derive structural motifs.

After structural motifs are identified, the next stage studies how such motifs
evolve and interact with each other. We utilize the spatio-temporal association
mining framework proposed earlier [16] to accomplish this goal. This frame-
work is designed to analyze spatio-temporal data produced in several scien-
tific domains. It proposes different types of Spatial Object Association Patterns
(SOAP) and SOAP episodes to capture the interaction among objects. The focus
of this article is on the first stage–the 3-step algorithm for identifying significant
3D structural motifs in folding trajectories. Please also note that the studies
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reported in this article is a continuation of one of our earlier studies [15]. How-
ever, this earlier work primarily focuses on 2D non-local patterns in contact
maps. It also attempted to identify the relationships between such patterns and
their corresponding 3D counterparts. This was, however, done manually using a
small sample, and thus highly inaccurate. This aspect will be further discussed
in Sections 2.4 and 3.3.

A variety of evaluations were conducted to demonstrate the effectiveness of
these identified structural motifs. We utilized two folding datasets and a collec-
tion of native protein structures for this purpose. (See Section 3.3.)

In summary, we have made the following main contributions in this work:
First, we propose an effective approach to identifying 3D structural motifs in
protein folding trajectories. This approach is computationally efficient as it be-
gins with identifying non-local patterns in 2D contact maps. It then utilizes such
2D patterns as anchors to identify 3D substructures. Second, the proposed ap-
proach naturally considers the evolving nature of the protein folding process.
Finally, a variety of evaluation demonstrates the effectiveness of such motifs and
their applications in addressing important biological problems.

2 Algorithm

Problem Statement. Given a set of folding trajectories of a protein of interest,
our main goal is to design an automated procedure identifying meaningful 3D
structural motifs in such trajectories.

We next describe this procedure, which consists of 3 main steps as shown
in Fig. 1. We will first describe the input data–protein folding trajectories, and
then proceed to explain the procedure in detail. We will also discuss the main
motivation behind each step.

Input : Protein folding trajectories
Output: A set of 3D structural motifs
Algorithm:
Step 1. Extract and classify 2D maximal non-local patterns.

1.1 Transform a trajectory from a series of 3D conformations to a series of 2D contact maps.
1.2 Identify the maximal 2D non-local patterns.
1.3 Cluster the 2D non-local patterns into groups based on geometric similarity.

Step 2. Identify and classify the 3D substructures based on the 2D non-local patterns.
2.1 Recognize local structures in each conformation on the trajectory.
2.2 Construct 3D substructures based on 2D non-local patterns
2.3 Cluster all the 3D substructures into different groups based on mutual similarity.

Step 3. Generate 3D structural motifs.

Fig. 1. Algorithm: the main steps for identifying 3D motifs in protein folding data

2.1 Protein Folding Trajectories

The output of MD-based simulations is a collection of protein folding trajectories,
each of which is a time series of 3D conformations of the protein under study.
Such conformations are usually sampled regularly (e.g., every 200fs) during a
simulation. In this article, we also refer to a conformation as a frame. Each
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Fig. 2. Sample frames (with backbone shown) on a trajectory of the small protein
Beta3S

frame is often described by a PDB file–a format introduced by the Protein Data
Bank programs. This file records the 3D coordinates of all the atoms in a protein.
Fig. 2 illustrates 4 frames along a folding trajectory of a small protein Beta3S.

2.2 Step 1: Contact Map Generation and Maximal Non-local
Pattern Identification

This step first transforms a folding trajectory from a series of 3D conformations
to a series of 2D contact maps. It then extracts all the maximal 2D non-local
patterns in these contact maps. Finally, such 2D patterns are categorized into
different groups. This procedure was first proposed and discussed in details by
Yang et al. [14,15]. We include a brief description here (1) to make this algorithm
self-contained; and (2) to discuss why we believe this step is important to the
identification of 3D motifs in protein folding data.

Transform a Folding Trajectory from 3D to 2D. Contact map is being
utilized to achieve this transformation. When generating contact maps, we con-
sider the Euclidean distances between α-carbons (Cα) of each amino acid. Two
Cαs are in contact if their distance is within a distance threshold δ (e.g. 8.5Å).
Thus, for a protein of N residues, its contact map is an N × N binary matrix,
where the cell at (i, j) is 1 if the ith and jth Cαs are in contact, 0 otherwise.
Since contact maps are symmetric across the diagonal, we only consider the bits
below the diagonal. We also ignore the Cα pairs whose distance in the primary
sequence is ≤2, as they are in contact by default.

The rationale behind the above transformation is twofold: first, the use of
contact maps can significantly reduce the computational complexity; second,
contact maps are effective at preserving potential interactions among residues in
the folding context [17].

Identify Maximal Two-Dimensional Non-Local Patterns. Every bit in
a contact map has eight neighbor bits. For an edge position, we assume its out-
of-boundary positions contain 0s. In a contact map, a non-local pattern is a
collection of bit-1 positions, where for each 1, at least one of its neighbors is 1.
Correspondingly, a maximal non-local pattern, also referred to as a 2D pattern,
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to be a non-local pattern p where every neighbor bit not in p is 0. We apply a
simple region growth algorithm to identify all the 2D patterns in each contact
map in a folding trajectory. Each identified 2D pattern is then represented as
a feature vector that characterizes its geometric properties, for instance, shape
and the number of in-contact Cα pairs. (See [14] for details of this vector.)

Note that such 2D patterns can capture the potential interactions among
residues without prescribing a priori interacting patterns (e.g., an α-helix). Fur-
thermore, the involved residues in a 2D pattern are not necessarily near each
other w.r.t. their positions on the backbone, as long as their 3D Euclidian dis-
tance is within the contact threshold δ, thereby the name non-local patterns. It is
due to such properties that we believe these 2D patterns can effectively facilitate
the identification of 3D structural motifs in the next step.

Cluster Maximal Two-Dimensional Non-Local Patterns. The 2D pat-
terns extracted above are then partitioned into approximately equivalent groups,
each of which consists of 2D patterns exhibiting similar geometric properties.
This is achieved by running a k-means based clustering algorithm [8], where k
is the number of clusters that will be produced. To determine an optimal value
of k an entropy-based method is used. Please see [14] for more details. Finally,
we characterize each of these 2D clusters by its centroid, which will be utilized
to characterize the 3D structural motifs identified later.

2.3 Step 2. Identify and Classify 3D Non-local Substructures Based
on 2D Non-local Patterns

Extract 3D Local Substructures in Each Frame. Unlike recognizing 3D
local substructures in native protein structures, where one mainly focuses on
recognizing regular substructures (e.g., α-helices) and their spatial topology,
one needs to take into account the dynamics in the folding process. Since both
experimental and computational studies have demonstrated that many (small)
proteins often fold hierarchically: first forming local substructures, then sec-
ondary structures, and finally their native structures [2], we hypothesize that
the folding process might produce many local substructures, which form the
building blocks of regular substructures. Therefore, we can utilize DSSP [7], a
commonly used program identifying secondary structural elements, to identify
3D local substructures.

DSSP classifies such structural elements into eight categories: H, α-helix; E,
β-strand; G, 310 helix, a helix with backbone-backbone hydrogen bonds between
positions i and i+3; I, π helix, a helix with backbone-backbone hydrogen bonds
between positions i and i+5; B, bridge, a single residue β-strand; T, a hydrogen
bonded turn; S, bend; and C, any residue that does not belong to any of the
previous seven groups.

We apply the DSSP method to each 3D frame in a trajectory and extract
all the local 3D substructures. Each substructure is then represented as a vector
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< trjID, frmID, Type, R list >, where trjID and frmID identify the trajec-
tory and frame that contain this substructure, type is one of the above eight
DSSP types, and R list identifies the residues involved this substructure.

Construct 3D Substructures Based on 2D Non-Local Patterns. For each
2D non-local pattern identified in Step 1, this step constructs its corresponding
3D non-local substructure, which comprises all the 3D local structures that be-
long to this 2D pattern. A 3D local substructure belongs to a 2D non-local
pattern if its R list shares one or more residues with this 2D pattern. Examples
of 3D non-local substructures include ETEG, SSH and ST .

Cluster 3D Non-Local Substructures. The goal here is to identify similar
3D non-local substructures and put them into the same group. One key issue is
to define a distance function that properly measures the similarity between two
3D substructures–S1 and S2. Based on our observation, we have designed the
following function for this purpose:

dist(S1, S2) = ω1 × (isContinuous(S1) = isContinuous(S2)?1 : 0
+ ω2 × (isMaxGap(S1, ∆) = isMaxGap(S2, ∆))?1 : 0

+ω3×EditDistance(listss(S1), listss(S2)) (1)
where isContinuous(S) indicates whether the residues of S cover a continuous
segment in the primary sequence, isMaxGap(S, ∆) indicates whether the dis-
tance on the primary sequence between two neighboring residues of S is ≥ ∆, a
user-specified parameter, and listSS(S) returns the list of 3D local substructures
(or DSSP elements) of S. ω1, ω2 and ω3 are user-specified weights. In general, ω3

should be larger than the other two to emphasize the structural difference. For
instance, we set them to 1, 1 and 7.5 respectively in our evaluation. Using this
distance function, we apply a k-means clustering algorithm to identify groups
of similar 3D substructures. An entropy-based method is adopted to determine
the “optimal” value of k–the number of clusters. We next use such clusters of
3D substructures together with the clusters of 2D patterns to construct different
3D structural motifs for a protein folding dataset.

2.4 Step 3. Generate Three-Dimensional Structural Motifs

For the 3D substructures in each cluster, we further partition them into sub-
clusters. In each sub-cluster, the corresponding 2D patterns will all belong to
the same 2D cluster. Let Ci,j be a sub-cluster as a result of combining the ith 3D
cluster and the jth 2D cluster, we can then characterize Ci,j by its centroid, which
corresponds to a structure that shares similar 3D properties with substructures
in the ith 3D cluster, and similar 2D properties with patterns in the jth 2D
cluster. Such a centroid is regarded as a structural motif. For a given dataset,
let N2 and N3 be the number of 2D and 3D clusters identified respectively, our
algorithm will identify a total of N2×N3 structural motifs. Fig. 3 presents several
examples of such structural motifs.
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3 Evaluation

We have conducted a variety of studies, both qualitatively and quantitatively,
to evaluate the the 3D motifs identified by the proposed algorithm. We report
the main results in this section.

3.1 Evaluation Datasets and Parametric Setting

Evaluation Datasets: We applied the proposed algorithm to three datasets:
BBA5, Beta3S, and Native. The first two are folding datasets and Native consists
of 1544 native structures. See Table 1 for further details.

Parametric Setting: To evaluate the impact of different values of δ–the con-
tact distance threshold (see Section 2.2) on the quality of the 3D motifs, we varied
its value from 5.5Å to 8.5Å at an 1.0Å interval, i.e., δ ∈ {5.5Å, 6.5Å, 7.5Å, 8.5Å}.
Among these four values, we observed that 5.5Å tends to be too restricted such
that it could only capture a limited number of non-local 2D or 3D patterns.
In contrast, 8.5Å tends to be too relaxed that it rendered many redundant 3D
motifs. We hence will focus on discussing the results from δ = 6.5Å and 7.5Å.

We also examined the impact from different weighting schemes in dist(S1, S2)
(Formula (1) in Section 2.3). Specifically, we have set (ω1, ω2, ω3) to (1, 1, 1)
and (1, 1, 7.5). The former weighs the three contributing factors of dist(S1, S2)
equally; whereas the latter weighs the third factor–the list of 3D local
substructures–much more significantly than the other two. We noticed that the
latter often led to high-quality clustering results of 3D non-local substructures.
This makes sense as it stresses on the inherent structural difference between
two 3D non-local substructure. For instance, a substructure of SH (an α-helix)
should be considered significantly different from another structure of SE (a β-
strand), regardless of the state of these other two factors in the distance function.
For this reason, we thus will report results from the second weighting schema.

3.2 Qualitative Evaluation of the Identified 3D Motifs

Table 2 summarizes the main results obtained over the two folding datasets–BBA5
and Beta3S, corresponding to the three main steps in the proposed algorithm

Table 1. Evaluation datasets: BBA5 and Beta3S are MD simulation data, produced
by the folding@home research group; and Native is constructed by randomly selecting
1544 proteins from SCOP (http://scop.mrc-lmb.cam.ac.uk/scop/)

Name #(frames/proteins) Rem.
BBA5 2 trajs.: T1–192 frames; PDB ID: BBA5; Primary sequence: 23 residues;

T2–150 frames Designed protein; Native structure: Residues 1-10
form a β hairpin, and 11-23 an α-helix

Beta3S 2 trajs.: T1: 25, 664 frames; Name: GSGS or Beta3s; Primary sequence: 20 residues;
T2: 30, 075 frames Designed protein; Native structure: three stranded

anti-parallel β-sheets with turns at 6-7 and 14-15
Native 1, 544 proteins All α proteins: 180; All β proteins: 245;

α/β proteins: 192; α + β proteins: 275;
others: 84; unclassified: 568
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Table 2. Main results from the two folding datasets BBA5 and Beta3S, where δ is
the distance threshold for contact map generation

Dataset δ #(non-local patterns) #(2D Clusters) #(3D Clusters) #(3D Motifs)

BBA5 6.5Å 796 9 13 117

BBA5 7.5Å 1,054 11 20 220

Beta3S 6.5Å 62,980 10 11 110

Beta3S 7.5Å 69,695 10 13 130
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Fig. 3. 3D motif examples, which are highlighted on the backbone: (a) a motif identified
for BBA5, consisting of one helical substructures H; and involving 11 residues, among
which 15 pairs are in contact (≤ 6.5Å); (b) a motif identified for Beta3S, consisting of
one hydrogen bonded turn and two β-strands TEE; (c) a motif identified for BBA5,
consisting of two local substructures ST; and involving 7 residues, among which 6 pairs
are in contact of ≤ 6.5Å; and (d) a motif identified in the BBA5 dataset. It consists
of two local substructures TT; and involves 7 residues, among which 8 pairs are in
contact of ≤ 7.5Å.

(Fig. 1). At first glance of Table 2, it may seem counterintuitive that our algo-
rithm produced fewer motifs in Beta3S than in BBA5, since the former rendered
significantly more non-local patterns than the latter. This can be explained by the
relatively simpler native structure of Beta3S (Table 1). Compared to BBA5 that
contains both an α-helix and a β-hairpin, Beta3S exhibits only one type of local
secondary structures– a three-stranded anti-parallel β-sheet. If one considers the
folding process of a protein as the process of finding a path to its native structure,
based on the analysis of BBA5 and Beta3S, it seems that a protein tends to follow
a structurally “economic” path. In other words, the simpler the destination struc-
ture is, the less diverse the non-local substructures are. This explains why Beta3S
in generalhas fewermotifs than BBA5, even though the Beta3Sdataset is far larger
than BBA5 in volume.

As discussed in Section 2.3, the 3D motifs identified by the proposed algorithm
should be able to cover not only well-defined substructures such as α-helices and
β-strands, but also evolving (or intermediate) substructures. Such substructures
can either be local or non-local. This is supported by the resulted 3D motifs in
both BBA5 and Beta3S datasets. As shown in Fig. 3, Fig. 3(a) represents an α-
helical structure, Fig. 3(b) a β-strand, whereas Figs. 3 (c-d) present two motifs
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corresponding to intermediate substructures. Note that the motifs can be local
(Figs. 3(a-c)) or non-local (Fig. 3(d)).

3.3 Cross-Comparison of Three-Dimensional Motifs

To gain more insights into the identified motifs, we conducted two types of cross-
comparison. For the convenience of conducting such comparison, all the identified
motifs are organized into 6 coarser categories according to their corresponding
DSSP element composition: (1) 1α: motifs that consist of one DSSP element in
{H, G, I}; (2) 2+α: motifs that consist of two or more DSSP elements in {H,
G, I}; (3) 1β: motifs that consist of one E DSSP element; (4) 2+β: motifs that
consist of two or more E DSSP element; (5) αβ: motifs that consist at least one
DSSP element in {H, G, I} and at least one E DSSP; and (6) Other: motifs
that do not belong to any of the above five categories.

In the first cross-comparison, given a contact distance threshold (δ) value, we
compare the distribution of the motifs w.r.t. the above six categories across all
three datasets. Fig. 4 illustrates the distribution of motifs identified δ = 6.5Å
and 7.5Å. As shown in this figure, the value of δ only slightly affects the distribu-
tion. Take δ = 7.5Å as one example, each dataset has the following distribution 1:
BBA5–Other (49%), 1α(30%), 2+β (15%), 1β (3%), αβ (3%), and 2+α (0%);
Beta3S–1β (37.9%), Other (32%), 2+β (30%), 1α(0.1%), 2+α (0%), and αβ
(0%); and Native–2+β (45%), 2+α (20%), αβ (35%), 1α(0%), 1β (0%), and
Other (0%). Combining these numbers and Fig. 4, one can observe the follow-
ing: first, the two folding datasets have a large portion of Other motifs, whereas
the Native has zero. This is because that the Other motifs correspond to in-
termediate substructures that can only appear in folding data; second, unlike
the Native dataset, whose motifs consist of at least two DSSP structural ele-
ments, many of motifs in the two folding datasets only consist of one helical or
β DSSP element. Again, this reflects the evolving nature of the folding process;
and finally, the motif distribution of BBA5 and Beta3S further supports an ear-
lier observation that a protein tends to select a structurally ”economic” path to
reach the destination structure, as one can observe that the dominant motifs are
remarkably consistent with the secondary structural composition in their native
conformations. These observations have demonstrated that the effectiveness of
the proposed algorithm.

For the second cross-comparison, the main goal is to show whether 2D non-
local patterns as discussed in Section 2.2 are sufficient to characterize a folding
trajectory. Given a contact distance threshold (δ) value, we first identify one 2D
cluster from each of the three datasets, such that the centroids of these three
2D clusters are approximately similar to each other. We next examine the dis-
tribution of the motifs associated with each of these 2D clusters w.r.t. the above
six motif categories. Fig. 5 shows the motif distribution associated with two sets
of similar 2D clusters. One can clearly observe that the motif distributions of
similar 2D clusters from different datasets are significantly different from each

1 The percentages below have had their decimal parts rounded up to the 1% position.



An Effective Approach for Identifying Evolving Three-Dimensional 351

Fig. 4. A comparison of the 3D motif distribution in the three datasets. The 3D motifs
are consolidated into six categories as shown on the X-axis. The Y-axis indicates the
percentages of 3D motifs in each category w.r.t. the entire set of 3D motifs identified in
a dataset. (a) contact distance threshold (δ) = 6.5Å; and (b) contact distance threshold
(δ) = 7.5Å.

other. This indicates that using 2D non-local patterns to characterize the folding
data can be misleading; it is thereby necessary and important to identify motifs
in three-dimensional structural space.

3.4 Using Three-Dimensional Motifs to Analyze Folding
Trajectories

In this section,we demonstrate that the identified 3Dmotifs canbeutilized to effec-
tively address important biological issues. To do this, we employ a spatio-temporal

(a) (b)

Fig. 5. A comparison regarding the distribution of 3D motifs within three similar 2D
clusters, drawn from the three datasets respectively. The 3D motifs are consolidated
into six categories as shown on the X-axis. The y-axis indicates the ratio of each 3D
category: (a) the distribution of 3D motifs in 2D clusters whose 2D patterns on average
involve 7− 8 residues, among which 6 pairs are within a distance of 6.5Å, and the 1-
bits form a 150◦ angle; and (b) the distribution of 3D motifs in 2D clusters whose
2D patterns on average involve 10 − 12 residues, among which 15 pairs are within a
distance of 7.5Å, and the 1-bits form a 160◦ angle.
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association mining framework proposed previously [13,16]. We this earlier work in
the context of folding data analysis next.

SOAPs and SOAP Episodes. A Spatial Object Association Pattern of size
k, denoted as k-SOAP, consists of k 3D non-local substructures labeled by their
corresponding motifs. These k substructures satisfy a set of specified spatial
relationships. For instance, each of these k substructures is a neighbor of at
least one other substructure. Two substructures are neighbors if their Hausdorff
distance [1] is ≤ ε, a user-specified distance threshold. We set ε to 10Å in our
evaluation. Such SOAPs are termed as (minLink = 1)-SOAPs in [16]. Let
M = {m1, m2, . . . , mr} be the r motifs identified by the proposed algorithm in
a folding dataset, an example of (minLink = 1)-SOAPs could be (m1, m1, m2),
which says that there exist three non-local 3D substructures, labeled as motifs
m1, m1 and m2 respectively, such that each of them is a neighbor of one or
more of the remaining two substructures. A SOAP is said to be frequent if it is
contained in ≥ minSupp frames in a folding trajectory. We set minSupp to 5.

We next construct SOAP episodes to characterize the evolving nature of a
folding trajectory. A SOAP episode is defined as follows: E = (p, Fb, Fe), where
p is a SOAP, Fb and Fe identify a maximum sequence of continuous frames where
p was present. Note that for a given p, it can be created more than once in a
trajectory, and thus can have more than one episode.

Main Results. It has been suggested that α-helices and β-turns commonly
form on the timescale of about 100 ns and 1 µs, respectively [11], i.e., the former
is formed more rapidly than the latter. We utilized SOAP episodes to check
whether this is the case in the two BBA5 folding trajectories. The answer is
inconclusive. In one trajectory, α-helices were formed as early as in the 68th

frame, far before the first appearance of β-turns in the 153th frame. However,
it is the opposite in the other trajectory: the first appearance of β-turns was in
the 20th frame, and that of α-helices was in the 39th frame.

Another interesting result is concerned with the Beta3S trajectories. We have
observed the presence of α-helical substructures in the middle of both trajecto-
ries. Specifically, α-helical substructures were present in frames 8837-9813 in the
trajectory of 25644 frames, and in frames 16867-18220 in the other trajectory.

We also used SOAP episodes to identify the temporal associations among
different types of motifs. Especially, what motifs preceded the formation of an
α-helix or a β-turn? We have observed the following scenarios in both BBA5 and
Beta3S: (1) intermediate motifs composed of the S or T DSSP elements often
preceded the formation of an α-helical motif, and the frequency of S or T was
approximately equal; and (2) the motifs that preceded a β-strand or turn on the
other hand were often those composed of only the S element. That is, a bend
was formed before a β-strand or turn was formed for both BBA5 and Beta3S.

The final set of results characterize the structural evolution that involve a
set of residues of interest. For the small protein BBA5, we are interested in
identifying the evolving paths of the following two sets of residues: 1-10, and
11-23. The former is expected to form a β hairpin, and the latter an α-helix
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Table 3. The evolving paths of the BBA5 and Beta3S proteins. These paths were
constructed based on SOAP episodes. Each path is represented as a sequence of 3D
motifs, where a motif is described by its corresponding set of DSSP elements. See
Section 2.3 for the meaning of each symbol. A vertical bar between two motifs means
that they alternated between each other.

Protein Residues Native Traj. Evolving Path

BBA5 1-10 β turn T1 S→ EES → SS → EES → EET
T2 EEH → EET → EE → EET → EES →EEG → EET → EES

BBA5 11-23 α-helix T1 T → G → H → HS → SH
T2 T → G → small H → large H

Beta3S 1-15 β turn T1 SS → ESS → ETE → SS → SET|SSE → ESE
T2 SS → SES|ESE → SST|STT → TSS

Beta3S 8-20 β turn T1 SS → SET → ESE
T2 SS → SES → ESE|SES → TTS|TSS

(See Table 1). For Beta3S, we are interested in the evolving paths of the following
two sets of residues: 1-15 and 8-20. Both are expected to form a β-turn. We
identify such evolving paths by combining the relevant SOAP episodes discussed
above. See Table 3 for detailed information on such paths. One can observe
that different trajectories took different paths attempting to reach the same
structure. However, not every path leads to the expected structure. One should
also notice the similarity among different paths. To generalize such observations
would require more folding trajectories, but this SOAP episode-based approach
is applicable to any number of folding trajectories.

4 Conclusions

In this article, we have described an effective approach for identifying three-
dimensional non-local structural motifs in protein folding trajectories. The pro-
posed approach takes three major steps by first transforming a protein folding
trajectory from 3D space to 2D. Extensive empirical studies were conducted to
evaluate the quality of such motifs. These studies show that the motifs gen-
erated by the proposed algorithm can well capture the dynamic nature of the
folding process. We have also utilized such motifs to address important issues
related to protein folding. The findings further demonstrate the effectiveness of
the proposed method and the potential power of the identified motifs.
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Abstract. This paper proposes a new texture image retrieval scheme based on 
contourlet transform and support vector machines (SVMs). In the scheme, the 
energies and the generalized Gaussian distribution (GGD) parameters are used 
to represent the contourlet subband features. Using the representations, a two-
run SVM retrieval algorithm which employs an one-class SVM followed by a 
two-class SVM is proposed to carry out the perceptual similarity measurement. 
For the query image, the one-class SVM is used to obtain the effective initial 
training set with positive and negative samples. Using these initial samples, the 
two-class SVM is applied to refine on the image classification subject to the 
user’s relevance feedback. Compared with existing texture image retrieval 
methods, the proposed retrieval scheme is demonstrated respectively to be ef-
fective on the VisTex database of 640 texture images and the Brodatz database 
of 1760 texture images. Experimental results have shown that the proposed re-
trieval scheme can attain 99.38% and 98.07% of the average rates respectively 
for the two databases. 

Keywords: Contourlet transform, generalized Gaussian distribution, support 
vector machine, relevance feedback, texture image retrieval. 

1   Introduction 

With the explosive growth in the volume of digital image databases, content-based 
image retrieval (CBIR) has recently become one of the most effective accessing  
tools [1]. Usually, texture features play an important role in describing the content of 
visual images. Moreover, texture is also a key component of human visual perception. 
Therefore, texture is one of efficient and effective models used in CBIR systems [2]. 

The research and development of texture image retrieval system in the past decades 
can be reviewed by the works around finding good visual features or defining robust 
similarity measurements. The methods of texture feature extraction can be classified 
                                                           
* This project is sponsored by SRF for ROCS, SEM (2004.176.4) and NSF  SD Province 

(Z2004G01) of China. 
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into statistical methods, model-based methods and signal processing methods [3]. 
Among these methods, the signal processing methods have advantages in the charac-
terization of the directional and scale features of textures. They include the use of 
discrete wavelet transform, Gabor wavelets and complex wavelets. However, these 
methods suffer from the limitation of directional information or heavy computational 
complexity. Thus, contourlet transform, which can provide a different number of 
directions at each scale and has less computational complexity, has recently received 
an increasing attention [4], [5]. 

On the other hand, developing good similarity measurements which match the tex-
ture features and reflect human perception is an important and challenging task [1]. 
The traditional similarity measurement schemes adopt the distance metrics [6]. An 
alternative method is to consider jointly the two problems of feature extraction and 
similarity measurement [7]. However, two issues of how to represent high level con-
cepts using low level computable features and how to measure the similarity to reflect 
the subjectivity of human perception [8], need to be further explored to obtain satis-
factory CBIR performance. 

To address these issues, the relevance feedback technique as a powerful tool has 
been widely used in CBIR [8]. However, this technique has some limitations, such as 
requiring much iteration to meet user’s expectation; previous feedback results being 
not retained in the system; the weighting method being heuristic and lacking of opti-
mal justification [9].  

The recent results have shown that support vector machines (SVMs) provide an 
efficient methodology to construct automatic and adaptive learning algorithm to up-
date the weights for CBIR by using the relevance feedback technique [9]. Typically, 
one-class SVM or two-class SVM has been found wide applications in the retrievals 
of texture images [10], [9]. However, the image retrieval performance based on  
one-class SVM is unsatisfactory due to the lack of the help of negative sample infor-
mation, and for two-class SVM, the selection of the training sample is very  
challenging [11]. 

This paper proposes a new retrieval scheme by seeking the synergy of the contour-
let transform and SVMs. That is, based on energy and the generalized Gaussian dis-
tribution (GGD) parameters of contourlet subbands of the texture images, a two-run 
SVM retrieval algorithm is adopted. First, according to the extracted feature set, one-
class SVM is used for obtaining the initial training set with positive and negative 
samples and providing the initial retrieval results for a subsequent two-class SVM for 
refined classification. The classification process of the two-class SVM keeps going on 
subject to the user’s relevance feedback. The proposed retrieval scheme has several 
advantages over existing texture image retrieval schemes. First of all, the GGD pa-
rameters provide richer information and improve the retrieval accuracy. Second, the 
one-class SVM provide good negative and positive training samples required by the 
two-class SVM. As a result, this scheme can significantly improve texture image 
retrieval performance compared with the method of using one-class or two-class SVM 
alone. Experimental results have demonstrated the improvements made by the  
proposed texture image retrieval scheme. 
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2   Background 

2.1   Contourlet Transform 

The contourlet transform, developed by Do and Vetterli [4], is a true 2-D sparse ex-
pansion method. It starts from the discrete-domain by using 2-D non-separable filter 
banks, and then converges to a continuous-domain expansion in a multiresolution 
analysis framework. Usually, it outperforms the wavelet transform in capturing the 
directional information of natural images [4].  

The contourlet transform has the pyramid directional filter bank structure. It con-
sists of a Laplacian pyramid (LP) followed by a directional filter bank (DFB). At first, 
the LP decomposes the input image into a lowpass version and multiple scale band-
pass versions. Then, the DFB decomposes each scale bandpass version into different 
numbers of directional subbands. Typically, for an NN × bandpass image and an L-

level DFB, the first half of the L2 directional subbands is 22 1 NN L ×− in size, 

while the other half is 122 −× LNN in size.  

2.2   One-Class SVM and Two-Class SVM 

Recently, SVM has emerged as a very successful texture classification method [13]. In our 
work, one-class and regular two-class SVM are used in the texture image retrieval. We 
adopt the LIBSVM algorithm ( available at: http://www.csie.ntu.edu.tw/~cjlin/libsvm) 
where one-class SVM uses the Scholkopf et al.’s method [14] and two-class SVM uses the 
Vapnik’s method [12].  

2.2.1   One-Class SVM (OCSVM) 
The one-class SVM, proposed by Scholkopf et al. [14], is used to estimate the support 
of a high-dimensional distribution and to predict the relevant (positive) and the non-
relevant (negative) images in CBIR. To be more specific, we consider training vectors 

liR n ,,1  ,  without any class information, where l  is the number of train-
ing samples, and n  is the dimension of a training vector. In order to separate the 
training samples from the origin, One-class SVM solves the following primal problem 

l

i
ivl 1

2 1

2

1
min

 

Subject to 0i  and lii ,,1 ,)(
 

(1) 

where iξ  denotes the slack variables indicating how far the outliers deviated from the 

surface of the hyperplane, and ρ  denotes threshold. ( )⋅Φ  is a kernel map which 

transforms the training samples of the input space into a high-dimensional inner prod-
uct space. The parameter ]1,0(∈v  controls the tradeoff between training error and 

model complexity.  
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The above optimization problem can be transformed into its dual optimization 
problem by using the Lagrangian approach [15] as follows  
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where ( ) ( ) ( )j
T

iji xxxxK ΦΦ=,  is the Mercer kernel [12]. Accordingly, the  

decision function can be described as 
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,  andx is a new sample point. 

In texture image retrieval, the retrieved images can be ranked by following the de-
creasing values of decision function 

,
1

2 Kf
l

i
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(4) 

The images with higher values are more similar to the query image. 

2.2.2   Two-Class (Binary Case) SVM (BCSVM) 
The regular two-class SVM, developed by Vapnik [12], solves a classification prob-
lem by finding a maximum margin hyperplane. Assume that the training data set with 

l  samples is represented by ( ) liyi ,,1 ,, "=
i
x  where nR∈

i
x is an −n dimen-

sional input vector and { }1±∈iy is an output label. The classification hyperplane is 

denoted as 0b .  Therefore, the regular two-class SVM solves the  
following primal problem 

l

i
iC

1

2

2

1
min

 

Subject to 0i  and ii by 1 , li 1 .
 

(5) 

where iξ  is the i-th slack variable that represents the margin errors for the non-

separable training samples; C is the penalty of training error and controls the tradeoff 
between model complexity and training error in order to achieve good generalization 
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performance; b is a parameter to control the bias; and ( )⋅Φ is a nonlinear map from 

the input data space to the high-dimensional inner product space. 
The above optimization problem can be transformed into its dual problem as  

follows 
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where ( ) ( ) ( )jiji xxxx ΦΦ=  , TK  is a Mercer kernel. The decision function of 

classification then is of the form 
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In (7), 

l

i
ii y

1

,
2
1

b , 
 
where 

m
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support vectors, 0 ,0 >> nm αα , 1y ,1y nm −== , andx is a new sample. 

In texture image retrieval, the retrieved images can be ranked by following the  
decreasing values of decision function 
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The images with higher values are more similar to the query image. 

3   Contourlet-Based Texture Image Retrieval 

3.1   Texture Feature Selection and Similarity Measurement 

In the contourlet-based texture image retrieval system, the extracted features are  

chosen as the subband energies given by ]      [ mm22111 σµσµσµ "=f with 
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where ),( jiCk is the k-th contourlet subband coefficient of an image, NM × is the 

size of the k-th subband, m is the number of total subbands, and km is the mean 

value of the k-th subband coefficients. For the energy features, the similarity is meas-
ured by using a normalized Euclidean distance. 

Here we choose GGD parameters of contourlet subband coefficients in addition to 
the subband energies. We have estimated the GGD parameters using an improved 
maximum likelihood method, see [5], [16]. The GGD feature representations are 

given by ]    [ n
2

2
2
21

2
12 βσβσβσ nf "= , where the variance 2

kσ  and the shape 

parameter kβ are from the k-th of n  contourlet detail subbands of an image. To 

measure the similarity, we employ the Kullback-Leibler distance (KLD) [7], [16]. 

3.2   Standard Texture Image Databases 

In our studies, we consider two standard texture image databases which are also used 
by other literatures, in order to make a fair comparison. 

Database D1. It consists of 40 texture images representing 40 texture classes. The 
images in the database are obtained from the VisTex database [7]. These images are 
of 512512×  pixels. In our studies, only grey-scale levels of the images (computed 
from the luminance components) are used. Each image is divided into sixteen 
nonoverlapping subimages, thus we have a test database of 640 texture images. 

Database D2. It is referred to as Brodatz database [17] consisting of 110 different 
texture images. The Brodatz database includes inhomogenous and large-scale texture 
images. Thus, it is a good and challenging platform for CBIR performance analysis. 
In database D2, each texture image is of 512512× pixels with 256 grey-scale level 

image, and it is decomposed of sixteen nonoverlapping subimages of 128128× pix-
els, thus we totally have 1760 texture images. 

3.3   Retrieval Performance and Comparisons  

In our following work, only the texture database D1 is adopted. In retrieval experi-
ments, a query texture image is any one of 640 images. According to the extracted 
features and corresponding similarity measurements, the distances between the query 
image and any image from the database are computed and then ranked in increasing 
order and the closest top 16 images are then retrieved. Thereby, the average retrieval 
rate of database D1 can be computed.  

Table 1 shows the retrieval performance and the comparisons, where the comparisons of 
retrieval performances are made with the conventional wavelet pyramid transform (DWT) 
with three decomposition levels using the Daubechies’ filter db4 [7], [18]. In the experi-
ments based on contourlet transform, LP and DFB adopt PKVA filters [4], and LP decom-
position uses three levels and corresponding DFB uses 8, 4, 4 directional decompositions 
from the finest scale to the coarser ones. It is shown that the use of the GGD feature repre-
sentations and the KLD outperforms the traditional approach which uses the subband en-
ergy representations and the normalized Euclidean distance. Moreover, the retrieval 
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Table 1. Average retrieval rate (%) of 40 classes of texture images of database D1 

Methods Type of  
decomposition Energy GGD 

DWT [7] 64.83 76.57 

Contourlet 69.51 78.09 

performance of thecontourlet-based CBIR is superior to the one of the wavelet-based 
CBIR. 

4   Texture Image Retrieval by a Two-Run SVM Retrieval  
     Algorithm 

4.1   Two-Run SVM Retrieval Algorithm 

The two-run SVM is formed by an one-class SVM and a two-class SVM. For any 
query image, two initial relevant (positive) and two initial non-relevant (negative) 
samples are respectively obtained by using a traditional retrieval method. Then, the 
two positive samples are used as the training samples for an one-class SVM. The 
classification results of the one-class SVM are fed to a two-class SVM. Finally,  
the satisfactory retrieval results are obtained through the classification of the two-
class SVM. The detailed retrieval steps for a query image are described as follows. 

Step 1. Sample Initialization 
To save the retrieval time, two initial relevant and two non-relevant samples are cho-
sen by a traditional texture image retrieval method where only the mean of the abso-
lute values of the contourlet subband coefficients (see (9)) is used as feature, and the 
normalized Euclidean distance is used to perform the similarity measurement. For 
each query image, the top two similar images are taken as the initial positive samples, 
and the top two dissimilar images are taken as the initial negative samples. 

Step 2. Feature Extraction and Normalization 
Assume that there are N texture images in the database (either D1 or D2). Then, the 

feature set can be represented as ] , ,[ 1 NFFF "= , where ff T
Miii  ,] , ,[ ,1,  

Ni  , ,1  denotes the feature vector of each texture image and M  is the length of 

the vector
i
F . In the proposed retrieval algorithm, the feature set iF  of each image in 

the database consists of contourlet-based subband energies and GGD parameters of 
contourlet detail subband coefficients. 

In order for each individual feature component to receive equal emphasis while 
avoiding the numerical difficulties in the retrieval process, we normalize the entries of 

the feature set 
i
F  to the range of [ ]1,0 for every image. The normalization is done by 

replacing the feature components and feature vector respectively with 
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where minif and maxif  denote the minimum and maximum values in the feature  

vector 
i
F . Then the normalized feature set can be represented as ] , ,[ '

N

'

1

'
FFF "= . 

Step 3. One-Class SVM for Coarse Retrieval 
For any query image, two texture images of the same class are first extracted by using 
the query examples resulting from step1, and the corresponding feature vectors 

]2 ,1 ,[ == i'

iq,

'

q FF  are obtained from the feature set '
F . At the same time, the fea-

ture vectors of the other images in database are extracted, which are denoted 

as ]2 , ,2 ,1 ,[ −== Ni "'

iC,

'

C FF . Then, an OCSVM takes '

qF  as the training sam-

ples to obtain the decision function ( )xOf  (see (4)). And then, OCSVM takes '

C
F  as 

the testing samples to test. The images retrieved by the OCSVM are ordered on the 

basis of their decreasing values of ( ) 2 , ,1  , −= NifO "'

iC,F . Finally, the top 14 

ranked images are output to user. By using this method, we can also obtain the re-
trieval rate of each query image. 

Step 4. Relevance Feedback 
The user classifies the 14 images into relevant ones or non-relevant ones. If they all 
belong to the same class as that of the two query examples, the retrieval process using 
the query image ends and its retrieval rate is %100 . Otherwise, the two query sam-
ples and their relevant images in 14 images are labeled as “+1” referring to the posi-
tive instances, and their non-relevant images are labeled as “-1” referring to the nega-
tive instances. 

Step 5. Two-Class SVM for Refined Retrieval 
The BCSVM takes the feature vectors of the positive and negative instances of Step4 

as the training samples to obtain the decision function )(xBf  (see (8)). Then, the 

BCSVM takes remaining parts of '

C
F  as the testing samples to test. The retrieved 

images are ranked in terms of the decreasing values of  )(Bf . Like Step3, only the 
top 14 similar images are output to user. In the ranking calculation, the retrieval rate 
of each query image is obtained as well. 

Step 6. The Retrieval Refinement Using Relevance Feedback 
If the previous retrieval results do not meet the user’s expectation, Step4 and Step5 
are repeated for new feedback results. 

4.2   Retrieval Performance of the Two-Run SVM Retrieval Algorithm 

4.2.1   Average Retrieval Accuracy by Using Energy Features and Comparisons 
We consider applying the two-run SVM retrieval algorithm respectively in a wavelet-
based CBIR system and in a contourlet-based CBIR system. For a fair comparison to 
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the retrieval results of using the traditional similarity measurements as described in 
Section 3.3, all the feature representations in the two system are chosen as the same as 
the subband energies as given in Section 3.1.  

First, experiments on the texture images of database D1 are conducted. In our ex-
periments, four iterations of the relevance feedbacks are performed in the BCSVM, 
and the Gaussian radial basis kernel function used in the SVM is taken 

as ( ) ( )( )22
2exp σyxK −−=yx, , where σ is the width of the Gaussian func-

tion. For each iteration of BCSVM classification, the scaling on the training and test-
ing samples is conducted. The main advantage of scaling is to select a proper value 
for the kernel parameter. The average retrieval rates (%) are shown in Table 2. Com-
paring with Table1, we can conclude that the two-run SVM retrieval algorithm obvi-
ously outperforms the schemes of using traditional similarity measurements for both 
CBIR systems, and contourlet-based method is superior to wavelet-based approach. 
Moreover, the proposed schemes can be stable within three or four iterations for 
BCSVM classification. It is practically important as pointed in [19] because the tradi-
tional relevance feedback scheme usually requires many numbers of iterations to 
improve retrieval performance [9]. The same conclusions can be drawn on the image 
database D2, as shown in Table 3. Therefore, the proposed two-run SVM retrieval 
algorithm provides an effective means to the texture image retrieval. 

Table 2. Retrieval performance comparisons of DWT and contourlet transform by using energy 
features and the proposed retrieval scheme in database D1 

BCSVM     iterations Type of 
decomposition OCSVM 

1 2 3 4 

DWT 72.34 85.47 87.97 90.63 91.41 

Contourlet 79.53 94.06 95.00 96.41 96.56 

Table 3. Retrieval performance comparisons of DWT and contourlet transform by using energy 
features and the proposed retrieval scheme in database D2 

BCSVM     iterations Type of 
decomposition

OCSVM 
1 2 3 4 

DWT 68.98 82.05 84.43 86.48 86.93 

Contourlet 73.81 87.10 89.38 90.57 90.85 

4.2.2   Retrieval Effectiveness and Retrieval Time 
In the experiments, we consider the contourlet-based CBIR over database D1 and D2. 
The feature representations take both the subband energy features and the GGD 
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model parameters of detail subbands. The obtained average retrieval rates are reported 
in the Table 4. The data in the table clearly show that the CBIR system using the 
GGD feature representations and the two-run SVM retrieval algorithm significantly 
improves the performance of the texture image retrieval. Comparison with the data in 
Table 3 and Table 4 also demonstrates that the proposed two-run SVM retrieval algo-
rithm preserves the capability of SVM to efficiently exploit information from the 
additional features with increasing the number of good texture features [13].  

Moreover, the results in the table also show that the proposed retrieval algorithm 
can rapidly stable within two or three iterations for BCSVM classification. For given 
two query samples (from Step 1 in Section 4.1), the retrieval CPU times for given 
feature sets of database D1 and D2 are respectively listed in the last column of Table 
4 (the experiments are done on a Pentium IV computer with 2.40 GHz). This merit is 
desirable in practice. It takes the advantage of using two-run SVM where the one-
class SVM provides the complementary sample information to the two-class SVM. 

Table 4. Retrieval effectiveness and retrieval times of the proposed retrieval scheme 

BCSVM       iterations 
Database OCSVM 

1 2 3 4 

Total time 
(s) 

D1 90.31 98.12 99.06 99.22 99.38 0.59 

D2 87.95 95.85 97.05 97.78 98.07 3.54 

4.2.3   Comparisons of Retrieval Performances 
Lastly, we compare the performance of the two-run SVM retrieval algorithm with 
that of the retrieval algorithm of using the OCSVM or the BCSVM alone, in order to 
show the efficiency of the proposed retrieval scheme in the active perceptual similar-
ity learning. We perform the relevance feedback scheme of the OCSVM and 
BCSVM respectively over D1 and D2. The retrieval algorithms are similar to those 
described in Section 4.1. For the OCSVM algorithm, only positive samples are ex-
ploited in each feedback. For the BCSVM algorithm, two positive and two negative 
samples are used in the first classification, which are obtained in terms of Step 1 in 
Section 4.1. The obtained average retrieval rates are summarized in Table 5. From 
Table 4 and Table 5, we can see that the proposed two-run SVM retrieval algorithm 
outperforms the OCSVM algorithm and the BCSVM algorithm. This can be ex-
plained like this. The OCSVM algorithm lacks of the support of negative sample 
information and the BCSVM algorithm requires good initial samples. In the case of 
small samples, the representation of the negative sample class is much poorer due to 
its much more complex distribution. Therefore, for the BCSVM algorithm, the small 
number of labeled samples can not effectively classify the positive and negative 
sample classes. 
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Table 5.  Comparisons of different schemes in average retrieval rate (%) 

Iterations 
Database Methods 

1 2 3 4 5 
OCSVM 90.31 97.81 98.59 98.59 98.59 

D1 
BCSVM 12.50 90.63 98.28 98.59 98.91 
OCSVM 87.95 93.92 95.40 95.74 96.42 

D2 
BCSVM 12.50 88.12 95.85 96.53 97.33 

5   Conclusions 

We have presented a texture image retrieval scheme based on contourlet transform 
and active perception similarity learning. In the scheme, the GGD parameters of detail 
subbands together with subband energies are used as representations of the texture 
features. Since the contourlet transform can better capture directional information of 
texture image than the wavelet transforms, the proposed feature representations are 
more sufficient to distinguish different textures, and in turn to improve the retrieval 
accuracy. To further improve the retrieval performance in both the accuracy and the 
retrieval speed in the present of small samples, a two-run SVM retrieval algorithm is 
proposed to carry out the relevance feedback retrieving. In the two-run SVM scheme, 
the one-class SVM with a relatively small number of one class training samples is 
first applied to obtain the effective initial training set for the followed two-class SVM 
which is used for classification and refined retrieval subject to the user’s relevance 
feedback. The GGD feature representation and the two-run SVM retrieval algorithm 
give rise to the proposed CBIR scheme. The effectiveness of the proposed CBIR 
scheme has been examined through experiments on the standard texture database D1 
and D2. The experimental results show that the proposed CBIR scheme improves 
significantly the retrieval performance. Therefore, the proposed scheme provides a 
robust and efficient means for texture image retrieval. 
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Abstract. Recent research on skyline queries has attracted much interest in the 
database and data mining community. The concept of dominant relationship 
analysis has commonly used in the context of skyline computation, due to its 
importance in many applications. Current methods have only considered so-
called min/max hard attributes like price and quality which a user wants to mi-
nimize or maximize. However, objects can also have temporal attribute which 
can be used to represent relevant constraints on the query results. In this paper, 
we introduce novel skyline query types taking into account not only min/max 
hard attributes but also temporal attribute and the relationships between these 
different attribute types. We find the interrelated connection between the time-
evolving attributes and the dominant relationship. Based on this discovery, we 
define the novel dominant relationship based on temporal aggregation and use it 
to analyze the problem of positioning a product in a competitive market while 
the time frame is required. We propose a new and efficient method to process 
temporal aggregation dominant relationship queries using corner transforma-
tion. Our experimental evaluation using a real dataset and various synthetic 
datasets demonstrates that the new query types are indeed meaningful and the 
proposed algorithms are efficient and scalable. 

1   Introduction 

Recently, the concept of dominance has attracted much interest in the skyline context 
in relation to answering preference queries. Dominant relationship is commonly used 
in the computation of skyline which has attracted considerable attention by the data-
base community [1,2,3,4,5]. This problem can be seen as a special class of Pareto 
preference queries [6]. Efficient skyline querying methodologies have been studied 
extensively [8,9,10,11,12]. Because it is the basis of many applications, e.g., multi-
criteria decision making [4], rank-aware query, user-preference queries [6] and micro-
economic analysis [7]. In this paper, we propose extending the concept for business 
analysis based on temporal aggregation using corner transformation. 
                                                           
* This research is partly supported by the National Science Foundation of China (60673138, 

60603046), Key Program of Science Technology Research of MOE (106006), and Program 
for New Century Excellent Talents in University. 
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Given an N-dimensional dataset S, let D = {D1,…,DN} be the set of dimensions. Let 
p and q be two data points in S. We then denote the values of p and q on dimension Di  
as pi and qi. 

Definition 1 (Dominate, p < q). For each of the dimension Di, we define an order 
≺ Di . We say that p is better than q in dimension Di (denoted as pi < qi) if pi comes 
before qi based on ≺ Di or conversely, qi  is worse than pi (also denoted as qi < pi). If 
pi and qi are equals, we denote them as pi = qi.  

This paper points out that a product dominates a customer if the product is no worse than 
the requirement of a customer in all attribute, it means that the product definitely satisfies all 
the requirements of the customer. When the customer needs to purchase this kind of prod-
uct, he will prefer to choose this one. Given any product, the numbers of dominated cus-
tomers can be used as measurements to gauge how good the positioning of the product is in 
the market. Obviously, it is best to dominate as many customers as possible. Therefore, Li 
et al. [7] propose to extend the concept of dominance and three types of queries called 
LOQ, SAQ, CDQ for dominant relationship analysis from a microeconomic perspective. 
These queries have practical significance that allow us to find an interesting market position 
in the product attribute space which can dominate more customers while remaining profit-
able. Current methods have only considered so-called min/max hard attributes like price 
and quality which a user wants to minimize or maximize. However, objects can also have 
temporal attribute which can be used to represent relevant constraints on the query results, 
which was however, not mentioned in [7]. 

Table 1. The scenario of seven customers who book the hotels 

Objects(Customer) Time Period (Startdate~Enddate) Hotels(Price , Quality) 
a Jan. 2nd ~  Jan. 8th A   (1 , 2) 
b Jan. 4th ~  Jan. 5th B   (2 , 3) 
c Jan. 1st ~  Jan. 5th C   (3 , 5) 
d Jan. 4th ~  Jan. 8th D   (4 , 7) 
e Jan. 1st ~  Jan. 2nd E   (5 , 3) 

Example 1. Consider the six customers listed in Table 1. They all selected a hotel 
during different time periods. If we compare these hotels based on the price and qual-
ity attributes as shown in Figure 1(b), then we can see that hotel A is the only one 
skyline point among the six hotels. This is because all other hotels are dominated by 
the hotel A in terms of quality and price. 

From a customer’s perspective, the skyline of a set of hotels is useful when select-
ing a hotel to stay since it is obvious that the hotel A will always be a better choice 
when compared to B, C, D, E and F if he/she wants to trade-off quality for price. 

However, whether a hotel is popular (or comfortable to customers) is not only de-
termined by its min/max hard attributes such as price and star numbers (quality),  
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(a)Interval representation of the 6 customers                    (b) Location of hotels preferred by the 6 customers 

             in temporal dimension x                                              in min/max dimensions quality and price 

Fig. 1. Temporal and Min/Max dimensions quality and price 

sometimes it is affected by the its soft attributes such as human environment, service, 
public praise in certain period. When the firstly considered attribute by a customer is 
time-evolving attribute, he/she will choose a more popular hotel in the expectant pe-
riod. The occupation rate of the hotel may vary from time to time. In this paper, we 
propose a novel skyline query type taking into account not only min/max hard attrib-
utes but also temporal attribute. 

Answering such preference queries [4] is one reason why skyline computation has 
emerged as a hot research topic. Besides quality and price, however, temporal attrib-
ute is also an important aspect that affects customer decision. In Fig. 1, although the 
hotels B, C, D, E and F are not in skyline result related to hard attributes, their man-
agers also want to know how many customers they dominate in certain period, from 
which the manager can know the business position of their hotels in the local area. 
Generally speaking, in one period the more customers the hotel dominates, the more 
popular it is in the market. Going back to our running example, we suppose that C is 
the most popular hotel, because it is chosen by the most customers from January 1st to 
the 5th on Figure 1(a). If the customer c is attending a conference in this period, he/she 
might consider staying in the hotel C although it is not in the skyline result in term of 
hard attributes such as price and quality. 

Note that unlike the quality and price attributes in which “good” and “better” are 
defined right from the start, the preferred values for temporal attributes can be deter-
mined only with respect to some given reference date. To distinguish these two types 
of attributes, we will call attributes such as quality and price min/max hard attributes 
and attributes such as Jan. 2nd and Jan. 5th temporal attributes. Temporal has re-
ceived considerable attention due to the large number of applications that require 
efficient query of data with time-evolving attributes. While previous research on sky-
line queries has investigated the perspective of a customer who wants to find a good 
trade-off between hotel price and quality, minimizing the price for a given quality, our 
research is motivated by the hotel management point of view. The objective of a hotel 
manager is to maximize the price (and consequently, the profit) for a given quality 
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within certain period constraints given by the price and quality of competing hotels 
and their proximity. Thus, a hotel manager may want to answer the following type of 
queries: For my hotel q in the time period [x, y], which is the most popular price and 
quality that dominates most of the customers in the min/max dimensions. It means 
that which price and quality is preferred by the largest number of customers? The 
purpose is to product market position: If my hotel service product prices $5, and push 
out on January 1st to the 3th, how many customers will my product dominant? In this 
case, the number of the dominated customers will vary from day to day, the more the 
number of the dominated customers, the more competitive the service product p of the 
hotel .we call p the most popular dominator of q and denoted as count (q). Which 
hotel q is profitable according to that constraint while having the largest sum (q), i.e. 
has the largest number of temporal aggregation between all the hotels or their service 
products? 

This corresponds to the second query in the earlier example. Inspired by the above 
motivating applications, we call this new family of query types considering the rela-
tionship between min/max hard and temporal attributes temporal dominant relation-
ship analysis and propose a novel algorithm temporal aggregation dominant queries 
(TADQs) . In order to process these TADQs efficiently, this paper explores temporal 
aggregation query into the dominant relationship analyze. 

The efficient process of temporal aggregations present a number of unique chal-
lenges not found in the case of non-temporal aggregation. One challenge is temporal 
grouping, a process in which we must group aggregate results by time. In this case, 
the above discussion can change into this problem. For example, a hotel department 
that preserves the following information about service products booked by its custom-
ers: (1) the starting/ending date of each reservation, and (2) its cost (in dollars).  
Figure 1 illustrates the interval representation of 6 customers, where the key of each 
interval (i.e. its projection on the vertical axis) denotes its cost, while the horizontal 
projection corresponds to its duration or following the common terminology in the 
literature, its lifespan. For example, the lifespan of a is the interval [2, 8]. A data is 
alive during its lifespan, and dead outside it. Let us assume that the granularity of date 
is one day. A hotel manager may want to answer the following types of queries: 

1) Given a key range qk and an interval qt, please retrieve the total number of data 
intervals that are alive during qt with keys in range qk. This kind of query is called 
temporal count query. For example, Query 1 in Figure 1(a) (light shaded rectangle) 
represents the query “return the number of customers in period qt= [3, 6]”. It can be 
answered by counting the number of intervals intersecting the query rectangle (i.e., in 
our example the result is 4).  

Query 2. Figure 1(a) (dark shaded rectangle) represents the query “return the num-
ber of customers in period qt= [7, 9], with costs in qk= [2, 6]”. The result is 2. 

2) Assuming that each data interval is associated with a weight�retrieves the sum 
of the weights of the qualifying records. This kind of query is called the temporal sum 
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query, which, For instance, if the database also stores the number of persons involved 
in each reservation (i.e., it is possible to have tourisms with more than two customers, 
but they leave only one record), then a temporal sum query returns the total number of 
persons in all the records of reservation that qualify qk and qt.  

Clearly, computing these aggregate results is significantly more intricate than ag-
gregation without the additional time dimension. 

The remainder of the paper is organized as follows. The query processing strate-
gies for temporal aggregation dominant relationship analysis using corner transforma-
tion is described in Section 2. The performance analysis is reported in Section 3.  

2   The Transform-Based Temporal Aggregation Method of 
     Dominance Analyse 

In this section, we introduce the transform-based temporal aggregation processing 
method proposed in this paper. The method first transforms data objects with extent 
on time dimension into points without extents using corner transformation [13], and 
then, performs aggregation. Based on the temporal aggregation results, we can con-
clude the dominance analysis. 

2.1   Transformation 

In this section, we first introduce how to transform a data object with extents into a 
point without extents using corner transformation. Corner transformation transforms 
the MBR (minimum bound rectangle) of a data object in the n-dimensional original 
space into a point in the 2n-dimensional transformed space. In corner transformation, 
the coordinates of a point in the 2n-dimensional space are determined by the mini-
mum and maximum values of the MBR on each of the n axes in the original  
space [13]. For example, a one-dimensional object whose minimum and maximum 
values on the x-axis are lx and rx, respectively, is transformed into the point (lx, rx) in 
the two-dimensional transformed space.  

A query that finds data objects overlapping with a given region in the original 
space is transformed into a query that finds point objects contained in a certain region 
in the transformed space [13].  

Figure 2 shows relationships between a point and regions in the transformed space. 
Here, objects overlapping with the region r in the original space (Figure 2(a)) are 
transformed into points in the regions A, B, C, or D in the transformed space  
(Figure 2(b)).  

Using these characteristics, the original space temporal aggregate that compute 
over all tuples whose valid intervals overlap with the interval r can be processed by 
the operation that aggregates points in the union of the transformed space regions A, 
B, C, and D, which constitutes the shaded part in Figure 2(b). 
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   (a)Region r in the original space        (b) Spatial relationships to r                      (c) The MBR 

in the transformed space           (minimum bound Rectangle) 

Fig. 2. Transformed space regions having various spatial relationships with the query region r 
in the original space. Here, r` is the transformed point of r [13]. 

Example 2 Using this method, if we first ignore the cost dimension (we will discuss 
how to process this kind of non-time dimension later), the interval representation of 6 
customers in Figure 1 (as Figure 3(a)) can be transformed into the 6 red points in 
Figure 3(b). Similarly, the query region of Query 1 can be transformed into the blue 
point in Figure 3(b). It can be found that, to answer Query 1, we only need to count 
the number of red points in the shaded region of Figure 3(b).    

    
                                              (a) Original space                            （b) Transformed space 

Fig. 3. Objects in the original and transformed space 

2.2   Aggregation 

Now, the problem is how to aggregate those points in the shaded part. Since there is 
no point under the diagonal, the aggregation of the shaded part in Figure 2(b) is equal 
to that of the regular MBR whose left-bottom corner and right-up corner are (0.0, lx) 
and (rx, 1.0) respectively (as shown in Figure 2(c)). It becomes a typical range query 
problem in data cube philosophy. A range query applies an aggregation operation 
over all selected cells of an OLAP data cube where the selection is specified by pro-
viding ranges of values for numeric dimensions [14]. 

Much research has gone into efficiently range query processing. Let D = {1, 2, 
3…, d} denote the set of dimensions, where each dimension corresponds to a func-
tional attribute. We will represent the d-dimensional data cube by a d-dimensional 
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array A of size n1 × n2 × …× nd. Where nj >= 2, j∈D. We assume an array has a start-
ing index 0. For convenience, we will call each array element a cell.  

We will describe all range queries with respect to array A. The problem of comput-
ing a range-sum query in a D-dimensional data cube can be formulated as follows: 

Sum (l1:h1, …, ld:hd) = ∑
=

1

11

h

li

…∑
=

d

dd

h

li
A[i1,…,id]. 

Similarly, a range-count query in a D-dimensional data cube can be formulated as 
Count (l1:h1,…, ld:hd).  

In this paper, we adopt the method proposed in [14] to process a range query. The 
essential idea is to pre-compute some auxiliary information that is used to answer ad 
hoc queries at run-time. By maintaining auxiliary information which is of the same 
size as the data cube, all range queries for a given cube can be answered in constant 
time, irrespective of the size of the sub-cube circumscribed by a query. Response to a 
range query requires access to some cells of the auxiliary information. 

Let P be a d-dimensional array of size N = n1 × n2 × …× nd (which has the same 
size as A). P will be used to store various pre-computed (Pre-Count or Pre-Sum in our 
example) of A. we will pre-computed, for all 0 ≤xj < nj and j∈ D, 

P[x1, x2, …, xd]  = Sum(0:x1, 0:x2, …, 0:xd) = ∑
=

1

1 0

x

i
∑

=

2

2 0
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…∑
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d

d
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i 0

A[i1, i2, …, id].         (1) 

For example, Table 2 (a) shows a 2-dimensional array A of size 6×3. Table 2 (b) 

shows of its corresponding Pre-Sum array P whose size is same as array A. P is used 
to store various pre-computed prefix-sums of A. Each cell  

P[x, y] = Sum (0: x, 0:y) = ∑
=

x

i 0
∑

=

y

j 0

A[i, j]. 

Table 2. The original array A and its prefix-sum array P 

(a)Index 0 1 2 3 4 5 
0 3 2 3 
1 7 

5 
3 

1 
2 

2 
6 8 2 

2 2 4                  2 3 3 5 
(b)Index 0 1 2 3 4 5 

0 3 13 16 
1 10 

8 
18 

9 
21 

11 
29 39 44 

2 12 24                29 40 53 63 
 
For example, the value of cell P (1, 1) is the sum of A (0, 0), A (0, 1), A (1, 0), A (1, 1), 

i.e. 18. The value of cell P (0, 3) is the sum of A (0, 0), A (0, 1), A (0, 2), A (0, 3), i.e. 11. 
Having the auxiliary information (Pre-Sum array P in our example), any range query of A 
can be computed from up to 2d appropriate elements of P according the following theorem 
proposed in [14].  
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Theorem 1. For all j∈D, let S(j) = 
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The theorem above provides how any range-sum of A can be computed from up to 2d ap-
propriate elements of P. The left hand side of Equation 2 specifies a range-sum of A, The 
right hand side of Equation 2 consists of 2d additive terms, each is from an element of P 
with a sign “+”  or  “-” defined by product of all s(i)’s. For notational convenience, let P[x1, 

x2 , …, xd] = 0 if xj=-1 for some j ∈D. 

For example, when d=2, the range-sum Sum(l1:h1,l2:h2) can be obtained in three compu-

tation steps as P[h1,h2] - P[h1,l2-1] - P[l1-1,h2] + P[l1-1,l2-1]. For instance in Table 2, the 

range-sum Sum(1:2, 2:3) (red region in Table 2) can be derived from P[2, 3] - P[0, 3] - P[2, 
1] + P[0, 1] = 40 - 11 - 24 + 8 = 13. 

2.3   Pre-computation 

The basic method to pre-compute a prefix array P needs d phases, where d is the dimension 
number. During the first phase, one-dimensional prefix aggregation of A along dimension 1 
for all elements of A is performed and the result is stored in P (denoted P1). During the i-th 
phase, for all 2≤i≤d, one-dimensional prefix-aggregation of Pi-1(the output from previous 
phase) along dimension i is performed and the result is stored back to P (denoted Pi). Note 
that only one copy of P is needed because the same array is reused during each phase of 
pre-computation.  

For example, in order to compute the prefix sum array in Table 2(b) for the original array 
A in Table 2(a), we need first perform one-dimension prefix-sum along the horizontal axis, 
and then perform one-dimension prefix-sum along the vertical axis. 

The basic algorithm is somewhat naïve in that it needs to scan the original array d times 
to compute the prefix aggregation along d dimensions.  

In this Section, we present a more efficient method which will scan the original array 
only once. We impose an arbitrary order for the dimensions as d1, ..., dn. We also impose a 
lexicographical order on the cells of A such that p is ordered before q if and only if there 
exists an i such that pi < qi and for all j<i, pj=qj.  

We observe that the prefix aggregation of a cell can be obtained by utilizing the aggrega-
tions of its children in different subspaces. Intuitively, we can compute the prefix array in a 
divide-and-conquer and bottom-up manner. For each cell p, since it can be the child of 
other cell in any dimension, we need compute for it p1, p2, ..., pn. Here, pi represents the 
prefix aggregation in subspace di...dn. In order to compute the aggregates for all cells, we 
can search the cell enumeration tree in a depth-first manner according to a user-specified 
dimension order. Hereafter, except for specifically mentioned, we will use the same assum-
ing for the dimension order. 

The pseudo code of the prefix aggregation computation algorithm is shown in Algorithm 
1. It is inspired by the BUC algorithm proposed by Bayer and Ramakrishnan [15]. It recur-
sively partitions objects in a depth-first manner so that objects prefixed by the same cell are 
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grouped together at the time of computation for the cell's prefix aggregation. The partition-
ing is performed on different dimensions at each level of the recursion so that different 
groupings can be formed. 

After initialization, the main algorithm calls Enumerate () for the smallest cell [0, 0... 0]. 
The function Enumerate () will then implement depth first search and perform recursive 
computation of prefix aggregation for each cell on the enumerating tree.  

For each dimension D between dim and numDims-1, the input data set is partitioned on 
dimension D (Line 4). Line 5 iterates through the partitions for each distinct value in a 
descending order. The partition becomes the input data set in the next recursive call to 
Enumerate (), which compute the prefix aggregation on the partition for dimensions D+1 to 
numDims-1.  

Note that the descending order is very important in computing the prefix aggregation. 
This order guarantees when a cell is processing, all its children’s prefix information has 
already been known. 

Now, we look at the procedure PrefixCompute() in the second line of function Enumer-
ate(). Given the input cell, PrefixCompute's task is to compute the prefix aggregation of 
cells in all subspaces. The algorithm proceeds from the last dimension to the first dimen-
sion. For each dimension d, the prefix aggregation of the cell in subspace di...dn is computed 
and stored in PreAgg[d]. 

Algorithm 1: Enumerate(C, n)   
Input: C: A set of points.

N: The total number of dimensions. 
Output: A prefix array.
Method: let cell=[0,…,0] and Call Enume-

rate(cell, C, 1);
Function Enumerate (cell, input, dim) 

Input: cell: the cell to be processed.
input: the partition. 
dim: the starting dimension for this iteration. 
1. if dim==N+1 do 
2.  PrefixCompute(cell, PreAgg, dim-1) 
3. for D=dim to N do 
4.  partition input on dimension D  

5.  for i=cardinality[D] to 1 do
6.  part=point partition for value xi of D 
7.  let cell[D]=i 
8.  Enumerate(cell, part, D+1)
Algorithm 2: PrefixCompute (cell, PreAgg, 

dim) 
1. Initialize temp to be the value of cell; 
2. for i=dim to 1 do 

3.  if cell[i]<cardinality[i]do 
4.    tempcell=child(cell,i) 
5.  //compute index of tempcell in subspace 

di…dn

6.    temp += PreAgg[i][index]; 
7. //compute index of cell in subspace di…dn

8.    PreAgg[i][index] = temp; 

 

2.4   Top-k Dominating Search 

Up to now, we discussed how to process the temporal count or sum query with an interval 
qt. Based on the results of prefix aggregation computation (count in Example 3) in the 
transformed space, we can do the dominance analysis. This part presents an eager approach 
for evaluating one of the dominance queries called top-k dominating query based on 
above mentioned temporal aggregation, which traverses the cell enumeration tree in a 
depth-first manner and computes each prefix array P (count q), for example when 
customer wants to query top-k dominating hotels with the k-largest count (q) owns a 
product service which is comparable to many other hotels. 

Algorithm 3 shows the pseudo code of the Counting-Guided Temporal Aggregation 
Dominance Query Algorithm (TADQ), which directs search by counting upper bound 
scores of examined non-leaf entries of the cell enumeration tree. A max-heap H is 
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employed for organizing the array to be visited in descending order of their scores. W 
is a min-heap for managing the top-k dominating points as the algorithm progresses, 
whileγis the k-th score in W (used for pruning). First, the upper bound scores µ(q) of 
the cell enumeration tree root entries are computed in batch (using the Enumerate 
algorithm) and these are inserted into the max-heap H. While the score µ(p) of H’s top 
entry e is higher than γ(implying that points with scores higher than γmay be in-
dexed under e), the top entry is deheaped, and the node Z pointed by e is visited. If Z 
is a non-leaf node, its entries are enheaped, after Enumerate is called to compute their 
upper score bounds. If Z is a leaf node, the scores of the points in it are computed in 
batch and the top-k set W (also) is updated, if applicable. 

Algorithm3: Temporal Aggregation Dominance Query (TADQ) 
Algorithm TADQ (Tree R, Integer k) 

1: H:=new max-heap; W:=new min-heap; 
2: :=0; .                                   // the k-th highest score found so far 
3: Enumerate(R.root,{e  | e R.root}); 
4: for all entries e  R.root do
5:       enheap(H, <e, µ(e )>);
6: while |H| > 0 and H’s top entry’s score > do
7:       e:=deheap(H); 
8:       read the child node Z pointed by e; 
9:       if Z is non-leaf then
10:           Enumerate (R.root,{ec  | ec Z});
11:           for all entries ec  Z do
12:                 enheap(H, <ec, µ(ec- )>);
13:     else                                                                         // Z is a leaf 
14:           Enumerate (R.root,{p | p Z});
15:           update W and , using <p, µ(p)>, p Z
16: report W as the result;  

3   Experimental Results 

We experimented that the algorithms are in high availability to evaluate the efficiency and 
effectiveness of our method, we conducted extensive experiments. We implemented all 
algorithms using Microsoft Visual C++ V6.0, and conducted the experiments on a DELL 
PC with Pentium 4 CPU 2.40GHz, main memory size 256MB, disk 40GB, running Micro-
soft Windows XP Professional Edition. We conducted experiments on both synthetic and 
real life datasets. However, due to space limitation, we will only report results on synthetic 
datasets here. Results from real life datasets mirror the result of the synthetic datasets 
closely. The default value of data size is 100,000.  

We use two experiments to evaluate our algorithm TADQ. We evaluate it with the 
datasets different in sizes, dimensions and distribution which can be defined to three 
kinds (correlated, independent and anti-correlated). 

The first experiment is shown as the Figure 4(a), which explores the running time 
of our method for each type of data distribution with increasing dimensionality. 
Clearly, we can obtain comparable running time on all three datasets. Among the 
three distributions, correlated data gives the best effect as many attributes in the same 
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(a) Varying dimensionality                                            (b)Varying number of points 

Fig. 4. Query Performance for TADQ 

tuple are related which accelerating our methods. Independent dataset is the second in 
the terms of the running time. There is no relationship between the attributes in the 
same tuple. This means that some attributes may have the high value, but the others in 
the same tuple may not have the high value. So when we compute the dominate rela-
tionship between two tuples, the dominate relationship between the corresponsive 
attributes of two tuples has no meaning on that of another couples of the two tuples. 

Anti-correlated data sets have the longest running time. The reason is that when 
some attributes of a tuple have the high value, the other must have the low value. This 
means that this tuple can’t be dominated by other tuples because it has the high values 
on some attributes, at the same time it can’t dominate other points too because the 
other attributes of it have the low value. The result is that we have a large result sets 
with small dominate count for each point in it, which means we need more time to 
compute it .  

Figure 4(b) is about the second experiment, it shows how running time of our me-
thod TADQ scales up as the number of points goes up. We can see that running time 
gets longer as the number of points increase. At the same time, the correlated data sets 
perfect best, the following is the independent data sets, and the last is the anti-
correlated data sets.  
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Abstract. Dynamic Voltage Scaling (DVS), which adjusts the clock
speed and supply voltage dynamically, is an effective technique in re-
ducing the energy consumption of embedded real-time systems. However,
most existing DVS algorithms focus on reducing the energy consumption
of CPU only, ignoring their negative impacts on task scheduling and sys-
tem wide energy consumption. In this paper, we address one of such side
effects, an increase in task preemptions due to DVS. We present energy-
efficient Fixed-priority with preemption threshold (EE-FPPT) schedul-
ing algorithm to solve this problem. First, we propose an appropriate
schedulability analysis, based on response time analysis, for supporting
energy-efficient FPPT scheduling in hard real-time systems. Second, we
prove that a task set achieves the minimal energy consumptions under
Maximal Preemption Threshold Assignment (MPTA).

1 Introduction

Low power utilization has become one of the key challenges to the designer
of battery-powered embedded real-time computing systems. Dynamic Voltage
Scaling (DVS), which adjusts the supply voltage and its corresponding clock
frequency dynamically, is one of the most effective low-power design technique
for embedded real-time systems. Since the energy consumption of CMOS circuits
has a quadratic dependency on the supply voltage, lowering the supply voltage
is one of the most effective ways of reducing the energy consumption.

With a recent growth in the portable and mobile embedded device market,
where a low-power consumption is an important design requirement, several
commercial variable voltage microprocessors were developed. Targeting these
microprocessors, many DVS algorithms have been proposed or developed, es-
pecially for hard real-time systems [1,2]. Since lowering the supply voltage also
decreases the maximum achievable clock speed [3], various DVS algorithms for
hard real-time systems have the goal of reducing supply voltage dynamically to
the lowest possible level while satisfying the tasks’timing constraints.

Each DVS algorithm is known to be quite effective in reducing the energy/
power consumption of a target system [1,2,4]. However, the existing DVS

C. Tang et al. (Eds.): ADMA 2008, LNAI 5139, pp. 379–390, 2008.
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algorithms mainly focus on reducing energy consumption of CPU only, ignoring
their negative impacts on system-wide energy consumption. For example, when
the tasks’execution times are increased due to a lowered clock speed, the pat-
terns of device usage and memory traffic may be changed, potentially increasing
the energy consumption in system buses, I/O devices and memory chips. In par-
ticular, when a lower-priority task’s execution time is extended with a lowered
clock speed, it may be preempted more often by higher-priority tasks. According
to the experiments reported in [5], the number of task preemptions can grow up
to 500% under dynamic voltage scaling over non-DVS executions.

The increase in the number of task preemptions can negatively impact on the
system energy consumption in several ways. First, the preemption overhead may
increase the energy consumption in memory subsystems. In multi-tasking real-
time systems, when a task is preempted by a higher priority task, the memory
blocks used by the preempted task are displaced from the cache by the memory
blocks used by the preempting higher priority task. Later, when the preempted
task resumes its execution, a considerable amount of time is consumed to reload
the previously displaced memory blocks into the cache. When preemptions are
frequent due to the lengthened task execution time, cache-related preemption
costs can take a significant portion of processor time and energy consumption
in memory subsystems [6]. In addition, since the voltage scaling is performed
usually at each context switching point, such frequent preemptions may degrade
not only the system energy efficiency but also the system utilization when the
voltage scaling overhead is not negligible as shown in [7].

Second, the lengthened task lifetime may increase the energy consumption in
system devices [8]. Since the execution of a preempted task should be delayed
while a preempting task is running, its lifetime - the time interval between its
activation and completion - is lengthened. If we assume that the system devices
are active (i.e., powered up) during the lifetime of the task (that use the sys-
tem devices), the increased lifetime of the task may also increase the energy
consumption in the system devices. Furthermore, as the number of simultane-
ously activated tasks increases, the number of active system devices is likely to
increase, consuming more energy. In addition, since the code and data sections
of the activated tasks should be kept in memory, the amount of active memory
may increase, thus increasing the leakage power in memory subsystems.

Fixed-priority preemptive (FPP) scheduling algorithms [9] and fixed-priority
non-preemptive (FPNP) scheduling algorithms [10] are two important classes of
real-time scheduling algorithms. To obtain the benefits of both FPP and FPNP
algorithms, there are several other algorithms trying to fill the gap between them.
The fixed-priority with preemption threshold (FPPT) scheduling algorithm [11]
is one of them. Under FPPT, each task has a pair of priorities: regular pri-
ority and preemption threshold, where the preemption threshold of a task is
higher than or equal to its regular priority. The preemption threshold represents
the tasks running-time preemption priority level. It prevents the preemption of
the task from other tasks, unless the preempting tasks priority is higher than
the preemption threshold of the current running task. Saksena and Wang have
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shown that task sets scheduled with FPPT can have significant schedulability
improvements over task set using fixed priorities [11]. The regular priority of
a task can be predefined or obtained by algorithms [9,10], but the preemption
threshold is usually calculated during a schedulability analysis [12,13]. All pre-
emption thresholds of a task set form a preemption threshold assignment or
assignment for simplification. If an assignment can make each task schedulable
by FPPT, the assignment is called valid.

This paper extends the current work on FPPT in [12] by importing a energy-
efficient scheme in FPPT scheduling. Efficient schedulability analysis, which
combine the variable voltage processor model, DVS mechanisms and the schedul-
ing algorithm into consideration, is needed to guarantee the timeliness require-
ment. In this paper, an algorithm to analyze the schedulability of energy efficient
FPPT (EE-FPPT) scheduling is provided. In order to reduce the total energy
consumption of systems, another algorithm to calculate the optimal preemption
threshold assignment for maximal energy saving is also presented.

2 Computational Model

This study deals with the fixed priority preemptive scheduling of tasks in a real-
time systems with hard constraints, i.e., systems in which the respect of time
constraints is mandatory. The activities of the system are modeled by periodic
tasks. The model of the system is defined by a task set T of cardinality n,
T = {τ1, τ2, ..., τn}. The jth job of task τi is denoted as Ji,j . The index, j, for
jobs of a task is started from zero. A periodic task τi is characterized by a 4-
tuple (Ci, Ti, Di, fi) where each request of τi, called instance, has an execution
requirement of Ci, and a deadline Di. Ti time units separate two consecutive
instances of τi (hence Ti is the period of the task). Each task τi is assigned with
different clock frequency fi from a presumed clock frequency set of cardinality
m, Φ = {FLK1, FLK2, ..., FLKm}, where FLK1 < FLK2 < ... < FLKm.
These respective clock frequency for tasks are assumed to have being already
calculated by certain DVS-related algorithms [1,2,4].

Note that Ci is the worst-case execution cycles (WCEC) of the task τi, so the
worst-case execution time (WCET) of the task τi is Ci/fi, which represented by
Ci. The system is said schedulable if each instance finishes before its deadline.

Each task is associated with a deadline Di, that Di may be arbitrarily large.
This means that many instances of the same task can be active (in the ready
queue) at the same time. We assume that the scheduler handles tasks with the
same priorities using a FIFO rule. Hence an early instance of a task has priority
over a later, and must be completed before the later instance is allowed to start.

We further assume that the total utilization of all tasks, U , is strictly less
than 1. This will later be shown to be a necessary condition for the analysis.

We assume that (a) the tasks are independent, i.e., there is no blocking due to
shared resource, (b) tasks do not suspend themselves, except at the end of their
execution, and (c) the overheads due to context switching, etc., are negligible
(i.e., assumed to be zero).
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We also associate with each task τi a unique priority πi ∈ {1, 2, ..., n} such
that contention for resources is resolved in favor of the job with the highest
priority that is ready to run.

Hereafter, we use the notion T = {τi = (Ci, Di, Ti, fi)|i = 1, 2, ..., n} to denote
the set of n tasks composing our real-time workload. We will use the tuple (T , Π)
to denote the workload T along with some priority assignment Π .

3 Schedulability Analysis for EE-FPPT

In this section, we will discuss the schedulability analysis for FPPT considering
the dynamic voltage scaling mechanism described in Section 1. The schedula-
bility analysis method for EE-FPPT is proposed by extending the algorithm
proposed in [12,14].

We consider the model in a system with a memory hierarchy in the following,
where the system is equipped with an on-chip instruction and data cache and
that the main external memory has a constant access latency. To accurately
model the WCET in systems with memory hierarchies, the effect of frequency
scaling must be described exactly. The WCEC Ci of a task τi can be split into
two portions. The first portion Cpc

i captures the ideal number of cycles required
to execute the task assuming perfect caches. In other words, Cpc

i does not scale
with frequency. The second portion, Ccm

i , counts the total number of instruction
and data cache misses for the task τi. Obviously, Ccm

i scales with frequency and
depends on the memory access latency. If a system without caches is considered,
Cpc

i would count the total number of cycles used for non-memory operations
while Ccm

i would count the total number of memory references. Thus, the WCEC
Ci of a task τi can be expressed as follows:

Ci = Cpc
i + Ccm

i ·Nm (1)

where Nm is the number of cycles required to access the memory, which depends
on the latency of the memory L and the frequency of the processor fi. In general,
Nm can be represented by L ·fi. In practical real-time applications, Cpc

i and Ccm
i

can be identified statistically by program profiling or other techniques, and L
can be measured by some physical instrument too, Thus, the WCEC Ci of a
task τi should be the function of the frequency of the processor fi in static time
analysis [15,16] of a task, denoted as:

Ci = Cpc
i + Ccm

i · L · fi (2)

then the WCET Ci of a task τi can be written as:

Ci = Cpc
i /fi + Ccm

i · L (3)

With above considerations, the calculation of a task τi response time under
EE-FPPT can be conducted through the following equations.

Bi =max
τj∈T {Cpc

j

/
fj + Ccm

j · L|πi > πj ∧ πi ≤ γj} (4)
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Li = Bi +
∑

∀j,πj≥πi

!Li

Tj
"·(Cpc

j

/
fj + Ccm

j · L) (5)

Sk
i = Bi + k·(Cpc

i /fi + Ccm
i · L)+∑

∀j,πj>πi

(
1 + #Sk

i

Tj
$
)
·(Cpc

j

/
fj + Ccm

j · L) (6)

F k
i = Sk

i + (Cpc
i /fi + Ccm

i · L)+∑
∀j,πj>γi

(
!F k

i

Tj
" −
(
1 + #Sk

i

Tj
$
))
·(Cpc

j

/
fj + Ccm

j · L)
(7)

Ri =
max

k=0,1,2,...,� Li
Tj

� (F k
i − k·Ti) (8)

4 Preemption Threshold Assignment for Minimal Energy
Consumption

In this paper, the optimal preemption threshold assignment is the assignment
that can minimize the power consumption of task set. A description of the
method to find out the optimal preemption threshold assignment regarding the
analysis described earlier is given in this section. The regular priority assignment
of a task set is assumed predefined, which can be conducted by algorithms [10].

In this section we assume that the priority of each task in T has been already
assigned. We would like to find a preemption threshold assignment Γ that is
feasible and make the power consumption minimal. A preemption threshold
assignment Γ is feasible if and only if the system is schedulable according to
the conditions presented earlier in section 3. Hereafter, the set of all feasible
preemption threshold assignments for the task set T will be denoted by G(T , Π).
A particular feasible assignment of special interest is defined below:

Definition 1. (Identity Preemption Threshold Assignment, IPTA) We define
the identity preemption threshold assignment, Γ I ∈ G(T , Π), as the preemption
threshold assignment where all tasks have been assigned preemption thresholds
that are equal to the tasks’ priority (i.e. γi = πi for all i ∈ [1, n].

Since the tasks priorities and parameters are preassigned according to some
scheduling algorithm (e.g. RM, DM, EDF, etc), so the identity assignment is
always known. Moreover, G(T , Π) is never empty since it will at least contain
the identity assignment.

Given two preemption threshold assignments, Γ, Γ ′ ∈ G(T , Π), we say that
Γ is larger than Γ ′, and denote it by Γ % Γ ′, if and only if all member preemp-
tion thresholds of Γ are equal to or greater than the corresponding preemption
thresholds of Γ ′ (i.e. ∀i, γi ≥ γ′

i). The largest of all preemption threshold assign-
ments is of particular interest and is defined as follows:

Definition 2. (Maximal Preemption Threshold Assignment, MPTA) We define
the maximal preemption threshold assignment, denoted by Γ max = (γmax

1 , γmax
2 ,

..., γmax
n ) ∈ G(T , Π), as the largest preemption threshold assignment in G(T , Π).

That is, Γ max % Γ ′ for all Γ ∈ G(T , Π).
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The MPTA was presented in [12] firstly, then was analyzed by Chen et al.[17], and
was shown to always find the maximal preemption threshold assignment if one
exists [17]. Since in our case we always start with a feasible assignment, namely
the identity assignment (IPTA), the maximal preemption threshold assignment
always exists (in the worst-case being equal to the identity assignment) and will
always be found.

We now present the main theorem for this section. In proving this theorem,
we will denote the total power consumption of a task set T and a particular
preemption threshold assignment Γ by Etotal(T , Γ, Π).

Theorem 1. Given two real-time systems (T , Γ, Π) and (T , Γ ′, Π) with pre-
emption thresholds assignments Γ and Γ ′ in G(T ) such that Γ % Γ ′. The power
consumption Etotal(T , Γ ′, Π) can be no smaller than Etotal(T , Γ, Π).

Proof. Without loss of generality, let us assume that γk = γ′
k for all k =

1, 2, ..., i − 1, i + 1, ..., n and let γ′
i < γi for some arbitrary i ∈ (1, 2, ..., n). It

should be clear that Γ % Γ ′ according to our definition.
When the preemption threshold of τi changes from γi to γ′

i, the worst-case
response time of any task τk with πk > γ′

i will not change. The worst-case
response time of a task τk with γ′

i > πk > πi will also stay the same. Furthermore,
any task τk with priority γ′

i < πk ≤ γi will have no worse worst-case response
time with γ′

i than with γi, and will make another interference in the normal
execution of task τi, which would further squeeze the τi’s computation time
of its own. In the course of schedulability test of task set T (equation 4, 5,
6, 7, 8), task τi is associated with a clock frequency fi, which represents the
processor speed when task τi is scheduled to run, faster processor speed for task
τi would reduce the execution requirement of task τi, but resulting in more power
consumption of task τi. If the decrease on γi (just like mentioned above) make
the task τi itself unschedulable, increasing the processor speed for task τi from
fi to f ′

i (f ′
i > fi, f

′
i ∈ Φ) would be the only way to oppose its effect and remake

task τi schedulable again.
When the processor speed of task τi changes from fi to f ′′

i (f ′′
i < fi, f

′′
i ∈ Φ),

τi’s computation time of its own will be relaxed, and then the worst-case response
time of task τi will increased by Cpc

i (1/f ′′
i −1/fi), if Ri +Cpc

i (1/f ′′
i −1/fi) ≤ Di,

then the slowdown of clock frequency for task τi would be feasible and thus
lead to power saving. For any task τk with priority πk < πi, the increment
Cpc

i (1/f ′′
i −1/fi) on τi’s computation time will contribute more interference time

to their worst-case response time. Now let τj ∈ T be the task belonging to the
task subset with priority πk < πi, where τj ’s worst-case response time is closest
to its deadline Dj. if the increment mentioned above make τj unschedulable, the
preemption threshold γj of τj can be promoted to recover τj ’s schedulability if
γj < γmax

j . For any task τk with priority πi < πk < γi, this increment maybe
make the blocking time of τk rise. From equation 4 we know that the blocking
time for task τk is essentially a upper boundary which is almost impossible to
attain, and make little difference in the worst-case response time of task τk in
most of the situations, based on the theorem2 in [17]. &'



Leakage-Aware Energy Efficient Scheduling for Fixed-Priority Tasks 385

Corollary 1. The MPTA finds the preemption threshold assignment with the
smallest possible total power consumptions.

Proof. Theorem 3 in [13] shows that the MPTA finds the maximal preemption
threshold assignment Γ max with the essential property that Γ max % Γ for all
Γ ∈ G(T ). Combining this with theorem 1 proves this corollary. &'
Given the real-time system (T , Π, Γ I), how this minimal possible total power
consumptions under MPTA can be produced practically? Algorithm 1 in the
following accomplishes this goal efficiently.

Input: (T ,Π ,Φ,Γ I)
Output: [fopt

1 , f
opt
2 , ..., fopt

n ]
Γ ← Γ I /* initialize preemption threshold to identity assignment */1

sort T by descending priority order2

for (i = 1; i ≤ n; i �= n) do3

while ((schedulable = True) and (fi �= FLK1
)) do4

if (fi = FLKk
) then5

fi ← FLKk−1
6

end7

for (j = 1; j ≤ πi − 1; j �= πi − 1) do8

schedulable ← False9

while ((schedulable = False) and (γj ≤ n)) do10

schedulable = SchedulabilityTest(τj)11

if (schedulable = False) then12

γj ← γj + 113

end14

end15

if (γj ≤ n) then16

schedulable ← True17

end18

else19

fi ← FLKk;20

end21

end22

for (k = πi + 1; k ≤ γi; j �= γi) do23

schedulable = SchedulabilityTest(τk)24

if (schedulable = False) then25

fi ← FLKk;26

end27

end28

end29

end30

Al i h 1 Fi dM E S i
Algorithm 1. FindMaxEnergySaving

The algorithm FindMaxEnergySaving examines the task set T from the task
with highest regular priority to the task with lowest regular priority, when τi is
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considered, the processor speed for τi is relaxed tentatively, then other tasks’s
schedulability whose worst-case response time can be affected are checked, these
tasks include any task τk with priority πk < πi and any other task τ ′

k with pri-
ority πi < πk ≤ γi. If some task’s schedulability is compromised, the preemption
threshold of the task would be promoted to regain its schedulability. If the pre-
emption threshold of the task can be promoted already, thus the slowdown of τi

would be infeasible.

5 Case Studies and Simulations

Section 4 showed that EE-FPPT will always render the controlled task pre-
emptions and thus reduced energy consumptions that will maintain the schedu-
lability of the workload. We now evaluate the impact of EE-FPPT on energy
saving in two ways. First, we use EE-FPPT to schedule a real workload de-
veloped for controlling an Unmaned Aviation Vehicle (UAV). Second, we use
randomly-generated workloads to examine broad trends across a range of design
points.

Our experiments were accomplished on the Transmeta’s Crusoe processor,
which utilize the LongRun2 technology. LongRun2 technology is a suite of ad-
vanced power management, leakage control and process compensation technolo-
gies that can diminish the negative effects of increasing leakage power and process
variations in advanced nanoscale designs, software could adjust Mhz and voltage
to most efficient power level.

5.1 Paparazzi Benchmark

The Paparazzi project of Brisset and Drouin [18] targets a cheap fixed-wing
autonomous UAV executing a predefined mission. Nemer et al. [19] used the Pa-
parazzi project to develop a real-time benchmark called PapaBench. Papabench
is composed of two workloads with tasks for controlling the servo system, and
handling navigation and stabilization. In this section we used EE-FPPT to sched-
ule and optimize the autopilot controller (MCU0) tasks from PapaBench listed
in Table 2with their worst-case execution cycles (WCEC).

For this evaluation, we assume that the task precedence relationships and
utilization are unknown and hence assume that a fully-preemptive scheduling
approach is required.

The lowest possible maximum processor speed for each task was computed
using the lpps/RMS algorithm by Youngsoo et al. [20]. This DVS-related tech-
nique make the number of task preemption rise by 95.8% (on the worst-case
condition), then the application of EE-FPPT scheduling scheme put a curb on
this phenomena, and make the the number of task preemption merely rise by
30.9% ( under MPTA ). This holds for the utilization levels examined (32% to
93%). Indeed, EE-FPPT with the MPTA provides us with a simple systematic
method that can be applied directly to any real-time system independent of the
fixed-priority assignment policy used.
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Table 1. The real-time tasks composing the Fly-By-Wire benchmark

Task Name Frequency WCEC

τ1 manage radio orders 40Hz 17,191

τ2 stabilization 20Hz 13,579

τ3 send data to servo 20Hz 5,640

τ4 receive GPS data 4Hz 1,813

τ5 navigation 4Hz 1,676

τ6 altitude control 4Hz 1,897

τ7 climb control 4Hz 1,697

τ8 reporting task 10Hz 3,154

5.2 Generic Real-Time Workloads

We next investigate workload characteristics that affect the limitation of task
preemptions and energy saving optimality level attainable through EE-FPPT.
We now simulate and analyze randomly generated systems of tasks to better
understand EE-FPPT.

To cover a wide range of design points, 20,000 real-time task sets with 10 tasks
each were randomly generated. These were created so 1000 have a utilization of
50%, 1000 have 52% utilization, and so on up to 90%. For each group of task sets
who hold the same utilization, those were created so 20 have a Cpc

i /Ci of 50%,
20 have 51%, and so on up to 100%. Task periods have a normal distribution
with a mean, T̄ , of 100 time units and a standard deviation, σT , of 15%, 45%,
and 75%, respectively. Moreover, task deadlines were set equal to their respec-
tive periods (for simplicity, though not necessary). Tasks’ WCETs were set to
incur the required overall system utilization. Tasks’ associated processor clock
frequencies were calculated by lpps/RMS algorithm [20]. All 20,000 real-time
task sets generated were schedulable with a fully preemptive policy.

We first investigate the effect of the limited task preemption on the DVS-used
real-time task sets using EE-FPPT. Using the MPTAA, the number of task
preemptions required by each system was computed. The average normalized
number of preemptions were then plotted as a function of the overall system
utilization. The results are shown in figures 1(a) and 1(b).

We then investigate the effect of the system utilization on the minimal power
consumption achieved by EE-FPPT. Using the MPTA, the minimal power con-
sumption produced by each system was computed and normalized to the power
consumption required by the fully-preemptive version of the system. The average
normalized power consumptions were then plotted as a function of the overall
system utilization and the standard deviation in the task periods. The results
are shown in figures 2(a).

At low utilizations the systems power requirements might be less than 30%
of those of a fully preemptive system. However, at higher utilization levels, the
variation in the tasksperiods increasingly affects the savings attainable. With
σT = 15% the savings are only slightly dependent on the utilization level. On
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Fig. 1. Experiment results for limited preemption of EE-FPPT
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Fig. 2. Experiment results for power saving of EE-FPPT

the other hand, as the standard deviation of the periods increases, the savings
attainable decrease significantly at higher utilizations. This can be attributed to
the fact that for systems with large variations in their periods it is much harder to
maintain the systems schedulability while minimizing preemptions. For example,
if a system contains two tasks that have a large difference in frequencies, it is
difficult, if not impossible, to limit the higher frequency task from preempting
the slower while maintaining system schedulability. This becomes very apparent
at high-utilization system where there is much less slack time.

Another interesting property is the distribution of the 20,000 systems among
the different normalized power consumption levels. Figure 2(b) show this dis-
tribution for the overall system utilization levels of 30%, 40%, 50%, and 60%,
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respectively. As can be seen, the workloads scheduled with the fixed-priority
schemes depend on the system utilization level to some extent.

6 Conclusions

We have discussed the possible side effects of a DVS algorithm on the system
energy consumption, and investigated using preemption threshold scheduling to
reduce the number of task preemptions while keeping the energy efficiencies of
the existing DVS algorithms. Two major contributions have been presented.
First, response time analysis for EE-FPPT with a given priority assignment has
been described. Second, an efficient algorithm that assigns the optimal preemp-
tion threshold configuration has been presented to maximize the energy savings
of a task set. Our experimental results show that EE-FPPT under MPTA can
accomplish the least number of preemption, minimal power consumption as the
same time keep the schedulability of task set.
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Abstract. In real applications established on Bayesian networks (BNs),
it is necessary to make inference for arbitrary evidence even it is not con-
tained in existing conditional probability tables (CPTs). Aiming at this
problem, in this paper, we discuss the learning and inferences of the
BN with maximum likelihood parameters that replace the CPTs. We fo-
cus on the learning of the maximum likelihood parameters and give the
corresponding methods for 2 kinds of BN inferences: forward inferences
and backward inferences. Furthermore, we give the approximate infer-
ence method of BNs with maximum likelihood hypotheses. Preliminary
experiments show the feasibility of our proposed methods.

Keywords: Bayesian network, Inference, Maximum likelihood hypoth-
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1 Introduction

In real applications, it is necessary to make probabilistic inference for a set of
query variables according to some observed evidence. Fortunately, the Bayesian
network is a powerful uncertain knowledge representation and reasoning tool,
which is widely studied and applied [1], [2], [3].

The basic task for BN inferences is to compute the posterior probability distri-
bution for a set of query variables by search result, given some observed evidence.
For example, in Fig. 1, we can deduce the probability distribution for cholesterol
standards of somebody whose age is 60. However, some queries are often submit-
ted on arbitrary evidence values. For example, if we know John is 65 years old,
how to deduce the probability distribution for his cholesterol standards? One
the other hand, if we know his cholesterol standard is 160, how to deduce the
probability distribution for his age? These 2 questions are said to be the forward
inference and the backward inference with a BN respectively.

The ordinary inference with the BN by search cannot answer the above 2
questions, since there is no data about patients of 65 years old and 160 choles-
terol standard in the existing CPTs. For the forward inference, we discussed the
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Fig. 1. The BN with the maximum
likelihood hypothesis for a′

Fig. 2. The BN with maximum likeli-
hood hypotheses

inference method via learning maximum likelihood hypotheses (i.e., the column
corresponding to a′ = 65 in Fig. 1) from data to compute posterior probability
distributions for arbitrary evidence values [4]. A maximum likelihood hypothe-
sis is an hypothesis that maximizes the probability of appearance of original
samples [5].

In order to compute posterior probability distributions for arbitrary evidence
values, the method given in [4] needs concern original samples to find the max-
imum likelihood hypothesis during inferences. Actually, the probabilistic infer-
ence in a BN generally just applies the conditional probability parameters instead
of concerning the original samples. In addition, the scales of CPTs are often large
and difficult to be maintained when the size of sample data is great. Thus, in
this paper, we look upon the maximum likelihood parameters as the compo-
nent of a BN replacing the conventional CPTs. We are to mainly discuss the
learning method for parameters of maximum likelihood hypotheses when a BN
is constructed from data [6]. The desired BN corresponding to Fig. 1 is shown
in Fig. 2. Therefore, we concentrate on how to obtain the BN like Fig. 2, on
which the forward inference can be made accordingly.

Following, as for the backward inference, we are to give the method based on
the Bayes formula and linear interpolation for parameters of maximum likelihood
hypotheses.

To sum up, centered on learning the parameters of maximum likelihood hy-
potheses, the forward and backward inferences can be addressed.

Fortunately, support vector machine (SVM) is a new machine learning method
based on the structural risk minimization principle from statistical learning the-
ory [7]. SVMs are learning systems that use a hypothesis space of linear functions
in a high dimensional feature space and SVMs are quite suitable for the learning
on small sample [8]. Furthermore, by training the parameters of an additional
sigmoid function, the SVM outputs can be mapped into probabilities [9].

Based on the SVM, the maximum likelihood hypothesis with non-probabilistic
outputs can be obtained by using the samples to train the SVM, and the non-
probabilistic outputs of the SVM can be mapped into the probabilities via fitting
a sigmoid for according with the requirement of BNs.

Further, since exact inference in large and connected networks is difficult [1],
we are to give a improved Gibbs sampling algorithm for approximate
probabilistic inference of BNs with maximum likelihood hypotheses.
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Generally, the main contributions of this paper can be summarized as follows:

• We give the method to learn the BN with maximum likelihood parameters
to replace the conventional CPTs. Therefore, the BN can be applied to the
inferences even the given evidence is not contained in the CPTs.
• Based on BN with maximum likelihood parameters, we give the methods

for forward inference and backward inference respectively.

2 Bayesian Networks with Maximum Likelihood
Hypothesis

In this section, we focus on the learning of the maximum likelihood parame-
ters and give the corresponding methods for 2 kinds of BN inferences: forward
inferences and backward inferences.

2.1 Maximum Likelihood Hypothesis Based on the SVM and
Sigmoid

It is known that SVM classification is to construct an optimal hyperplane, with
the maximal marginal of separation between 2 classes [8]. By introducing the
kernel function, SVMs can handle non-linear feature spaces and carry out the
training considering combinations of more than one feature [8].

The unthresholded output of the standard 2-classes (i.e., class ∈ {−1, 1})
SVM [7] is

f(x) =
n∑

i=1

yiαik(xi, x) + b, (1)

where n is the number of sample and k(xi, x) is a kernel function.
Obviously, the output f is not a probability, where f = f(x). To map the

SVM outputs into probabilities, we adopt the method that applies a parametric
model to fit the posterior P (y = 1|f) (i.e., P (class|input)) directly. And the
parameters of the model should be adapted to give the best probability outputs.
The probability P (y = 1|f) should be monotonic in f , since the SVM is trained
to separate most or all of positive examples from negative examples. Moreover
P (y = 1|f) should lie between 0 and 1. Bayes’ rule suggests using a parametric
form of a sigmoid [9]:

P (y = 1|f) =
1

1 + exp(βf + γ)
. (2)

This means that if the maximum likelihood hypothesis h = P (y = 1|f) has
been obtained (i.e., parameters α, β and γ have been obtained), the posterior
probability distribution P (y|f(x)) for query variable y can be easily computed,
given arbitrary evidence values x by the following method. First the
non- probabilistic output f(x) of the SVM can be computed based on
equation (1). Then the non-probabilistic output of the SVM can be mapped
into the probability P (y = 1|f(x)) based on equation (2).
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Note that it is known SVM and sigmoid need be trained and be fitted respec-
tively for obtaining parameters α, β and γ. The methods for learning relevant
parameters of the maximum likelihood hypothesis will be introduced in Subsec-
tion 2.2 and Subsection 2.3 respectively.

2.2 Training the SVM for Obtaining Parameters α

Here we are to train the SVM for obtaining the parameters α.
In a BN, each node corresponds to a variable, denoted as y, and the set of

parents of y is denoted as x. Through extracting the values of variables x and y
from the original samples for constructing the BN, the training set, denoted as
{(xi, yi)}, can be easily obtained for the node. Then the parameters α can be
solved by the conventional methods [7]:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

min
α

1
2

n∑
i=1

n∑
j=1

yiyjαiαjk(xi, xj)−
n∑

i=1

αi

s.t.
n∑

i=1

yiαi = 0

0 ≤ αi ≤ c, i = 1, · · · , n

(3)

where k(xi, x) is a kernel function.

2.3 Fitting the Sigmoid for Obtaining Parameters β and γ

The parameters β and γ can be fitted based on maximum likelihood estimation
from a training set {(fi, ti)}, which is defined based on the training set {(xi, yi)}
as follows:

• In Subsection 2.2, we obtain the parameters α, so fi can be obtained based
on the following equation:

fi = f(xi). (4)

• ti, which is the target probability, can be obtained based on the following
equation:

ti =
yi + 1

2
. (5)

Consequently, the sigmoid can be fitted by the following method.
The parameters β and γ are found by minimizing the negative log likelihood

of the training set {(fi, ti)}, which is a cross-entropy error function [9]:

min
β,γ

−
n∑

i=1

ti log(pi) + (1− ti) log(1− pi), (6)

where
pi =

1
1 + exp(βfi + γ)

.
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However, based on equations (4) and (5), two issues arise in the optimization
problem (6): a biased estimate of the distribution of f out of the training
set {(xi, yi)} and over-fitting this set. Cross-validation method is applied for
forming an unbiased training set of the output of the SVM fi. On the other
hand, to avoid over-fitting this set, the equation (5) is replaced by the following
equation [9]:

ti =

{
N++1
N++2 yi = 1

1
N−+2 yi = −1

(7)

where N+ and N− denote the number of positive examples (i.e., yi = 1) and
negative examples (i.e., yi = −1) in the training set {(xi, yi)} respectively.

Till now, based on the BN structure and the maximum likelihood parameters,
the forward inference can be done for arbitrary evidence values.

2.4 Backward Inference of the BN with Maximum Likelihood
Hypotheses

The definitions of x and y are the same as those in Subsection 2.2. According
to the arbitrary evidence value y′ of y, the posterior probability distribution
P (x|y′), namely backward inference, can be obtained by the following method.

First, the backward inference P (x|y′) can be transformed into the forward
inference P (y′|x) by the Bayes formula:

P (x|y′) =
P (y′|x)P (x)

P (y′)
. (8)

In equation (8), P (y′|x) can be obtained by linear interpolation for parameters
of maximum likelihood hypotheses, P (x) can be obtained directly by maximum
likelihood hypotheses, and P (y′) is merely a scale factor that can be ignored
during computation.

Suppose yi ≤ y′ ≤ yj and yi �= yj, P (y′|x) can be obtained by the following
linear interpolation equation [10]:

P (y′|x) =
y′ − yi

yj − yi
P (yi|x) +

yj − y′

yj − yi
P (yj|x), (9)

where yi and yj are two adjacent state values of the variable y, and P (yi|x) and
P (yj |x) can be obtained directly by maximum likelihood hypotheses.

Thus, the backward inference of the BN with maximum likelihood hypothe-
ses can be solved by the following method. First, the backward inference can
be transformed into the forward inference based on equation (8). Then linear
interpolation for parameters of maximum likelihood hypotheses is applied for
computing corresponding posterior probability distributions by equation (9).
The details are interpreted by the following example.

Example 1. Assume the maximum likelihood hypotheses hc1(a), hc2(a) and
hc3(a) have been obtained in Figure 2, considering computing posterior
probability distribution P (A|c′ = 160):
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Step1. According to equation (8),

P (a1|c′ = 160) =
P (c′ = 160|a1)P (a1)

P (c′ = 160)
= 0.3kP (c′ = 160|a1),

where P (a1) = 0.3 and k = 1/P (c′ = 160).

Step2. According to equation (9),

P (c′ = 160|a1) = c′−c1
c2−c1

P (c1|a1) + c2−c′

c2−c1
P (c2|a1)

= 0.5hc1(a1) + 0.5hc2(a1)
= 0.5(1/3 + 2/3) = 0.5 .

Therefore, we have P (a1|c′ = 160) = 0.15k. Analogously, we have P (a2|c′ =
160) = 0.1k, P (a3|c′ = 160) = 0.05k and P (a4|c′ = 160) = 0. After nor-
malization, we can obtain P (a1|c′ = 160) = 1/2, P (a2|c′ = 160) = 1/3,
P (a3|c′ = 160) = 1/6 and P (a4|c′ = 160) = 0.

By virtue of the above basic ideas of forward and backward inferences, fol-
lowing we give an algorithm for approximate inferences on a BN with maximum
likelihood parameters.

3 Approximate Inference of Bayesian Networks with
Maximum Likelihood Hypothesis

The intractability of exact inference of interval probability is obvious. Based on
the property of Markov blankets, we consider adopting Gibbs sampling
algorithm [2] for approximate inference with the BN. A Markov blanket
MB(x) [1] of a node x in a BN is any subset S(x /∈ S) of nodes for which x is
independent of U − S − x given S, where U is a finite set of nodes. We extend
the Gibbs-sampling probabilistic algorithm to the BN with maximum likelihood
hypotheses in Algorithm 1, which also has been proved to be convergent [4].

Algorithm 1. Approximate inference in Bayesian networks with maximum like-
lihood hypotheses
Input:

BN : a Bayesian network with maximum likelihood hypotheses−→
Z : the nonevidence nodes in BN−→
E : the evidence nodes in BN
x: the query variable
−→e : the set of values of the evidence nodes −→E
n: the total number of samples to be generated

Output: The estimates of P (x|e).
Variables:

−→z : the set of values of the nonevidence nodes −→Z
Nx(xi)(i = 1, · · · , n): a vector of counts over probabilities of xi, where

xi(i = 1, · · · , n) is the value of x.
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Step1. Initialization:
−→z ← random values;
−→e ← evidence values of −→E ;
Nx(xi) ← 0 (i = 1, · · · , n)

Step2. For i ← 1 to n do

(1) Compute the probability values P (xi|MB(x)) of x in the next state where
MB(x) is the set of the current values in the Markov blanket of x. P (xi|MB(x))
can be obtained based on the maximum likelihood hypotheses.

(2) Generate a random number r, where r is uniformly distributed over (0, 1),
we determine the values of x:

x =

⎧⎪⎨⎪⎩
x1 r ≤ P (x1|MB(x))
x2 P (x1|MB(x)) < r ≤ P (x1|MB(x)) + P (x2|MB(x))
...

...

(3) Count:
If x = xi then Nx(xi) ← Nx(xi) + 1

Step3. Estimate P (x|e):

P (xi|e) ← Nx(xi)/n.

Note that here Algorithm 1 is different from have been shown in [4], since the
computation of P (xi|MB(x)) in Setp2 is independent of CPTs, which is obtained
based on maximum likelihood hypotheses and linear interpolation for parameters
of maximum likelihood hypotheses.

4 Experimental Results

To verify the feasibility of our proposed methods in this paper, we tested their ac-
curacy and effectiveness for learning maximum likelihood hypotheses. Let us con-
sider the database concerning America Cleveland heart disease diagnosis down-
loaded from UCI machine learning repository [11]. In order to focus on the idea
of our proposed method, we only consider the 4-attributes of age, resting blood
pressure (mm Hg), serum cholesterol (mg/dl) and diagnosis of heart disease (the
predicted attribute), which are denoted as variables A, B, C and D respectively.

By the existing method to construct BNs from sample data [6], we can obtain
the structure of the BN G shown in Fig. 3, in which D = {0, 1} represents
absence and presence of heart disease in the patient respectively.

Based on the structure of Fig. 3, we first computed CPTs for the 4-attributes
using the BN learning tool - PowerConstructor [6]. Then we learned maximum
likelihood hypotheses hB, hC and hD based on our proposed method. Finally,
the posterior probability distributions corresponding to CPTs can be obtained.
Consequently, errors were obtained by the absolute values of the posterior prob-
ability distributions learned by our proposed method minus the corresponding
conditional probabilities computed by PowerConstructor.
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Fig. 3. The structure of the Bayesian
network G

Table 1. Errors on the maximum likeli-
hood hypothesis HD

age(A) serum cholesterol(C) Error
40 150 0.2495
40 250 0.1627
40 350 0.0352
40 450 0.0005
50 150 0.0776
...

...
...

70 150 0.0495
70 250 0.1066
70 350 0.0630
70 450 0.0005

We specifically considered 16 different combinational states of Age and serum
cholesterol (mg/dl) for diagnosis. Errors are given in Table 1. Then, the general
maximum, minimal and average errors are 0.2495, 0.0005 and 0.0871 respectively.

From above results of the accuracy tests, we can conclude that our proposed
method is effective and accurate to a great extent, and thus can be applied into
corresponding inferences in disease diagnosis.

5 Conclusion and Future Work

In this paper, we focus on the learning of the maximum likelihood parameters
and give the corresponding methods for 2 kinds of BN inferences: forward infer-
ences and backward inferences. Furthermore, we give the approximate inference
method of BNs with maximum likelihood hypotheses. Preliminary experiments
show the feasibility of our proposed methods. Our methods also raise some other
interesting research issues. For example, the method to learn the maximum like-
lihood hypotheses uses based on their inverse functions instead of linear inter-
polation can be further studied.
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Abstract. The problem of finding a suitable dataset to test different
data mining algorithms and techniques and specifically association rule
mining for Market Basket Analysis is a big challenge. A lot of dataset
generators have been implemented in order to overcome this problem.
ARtool is a tool that generates synthetic datasets and runs association
rule mining for Market Basket Analysis. But the lack of datasets that
include timestamps of the transactions to facilitate the analysis of Mar-
ket Basket data taking into account temporal aspects is notable. In this
paper, we present the TARtool. The TARtool is a data mining and gen-
eration tool based on the ARtool. TARtool is able to generate datasets
with timestamps for both retail and e-commerce environments taking
into account general customer buying habits in such environments. We
implemented the generator to produce datasets with different format to
ease the process of mining such datasets in other data mining tools. An
advanced GUI is also provided. The experimental results showed that
our tool overcomes other tools in efficiency, usability, functionality, and
quality of generated data.

1 Introduction

Data mining is the process of finding interesting information from large data-
bases. An important field of research in data mining is Market Basket Analysis.
The authors in [1] list the most challenging problems in data mining research.
One of that problems is mining sequence data and time series data. Temporal
data mining [2] is the process of mining databases that have time granularities.
The goal is to find patterns which repeat over time and their periods, or finding
the repeating patterns of a time-related database as well as the interval which
corresponds to the pattern period [3]. The work presented in [4] studies the
problem of association rules that exist in certain time intervals and thus display
regular cyclic variations over time.

Association rule mining is the main task to perform Market Basket Analy-
sis. The purpose of association rule mining is to describe strong relationships
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between objects or items of the transactions by means of implication rules of
the form X ⇒ Y , where X and Y are sets of items and have no items in com-
mon. Given a database of transactions D where each transaction T ∈ D is a
set of items, X ⇒ Y denotes that whenever a transaction T contains X then
there is a probability that it contains Y too. The rule X ⇒ Y holds in the
transactions set T with confidence c if c% of transactions in T that contain
X also contain Y . The rule has support s in T if s% of all transactions in T
contains both X and Y . Association rule mining is finding all association rules
that have support and confidence values greater than or equal a user-specified
minimum support (minsup), and minimum confidence (minconf) respectively.
Recently, researchers aim not only finding relationships between different items
in the market basket, but also finding an answer to important questions with
temporal dimensions such as:

– Are there any relationships between items and specific days of the week?
– Which temporal dependencies exist between distinct items?
– Which seasonal distances exist between the purchase of the same item?
– How does the selling behavior of a set of products change over time?

Because of the increasing importance of temporal data mining as an interesting
field of research, researchers look for datasets that have temporal attributes
to test, develop, or improve their algorithms for temporal data mining. Those
algorithms may also be of interest in many other topics of research that imply
a temporal aspect such as weather data, or stock market data. Unfortunately,
the availability of temporal data for downloading from the web is very low,
especially when we talk about temporal Market Basket data. This unavailability
of suitable datasets leads to the conclusion, that we need to generate Market
Basket datasets with timestamps to test, and develop data mining algorithms
taking into account temporal granularities. This paper is structured as follows:
in section 2 we investigate the problem of the availability of datasets for Market
Basket Analysis, we also make a comparison between real world and synthetic
datasets. Then, in section 3, we discuss some well-known dataset generators and
the available software solutions. The detailed description of TARtool is presented
in section 4. We evaluate our tool in section 5. Finally, in section 6, we summarize
our paper and present some ideas for future work.

2 Datasets for Market Basket Analysis

Since Market Basket Analysis is an important tool for improved marketing,
many software solutions are available for this purpose. Business tools like Mi-
crosoft SQL Server 2005, or IBM DB2 Data Warehouse focus on the analysis of
relational business data. Software tools which are available for free download like
ARMiner [5], ARtool [6], or WEKA [7], are more dedicated to research. They do
not only analyze data but also give additional information on the effectiveness
of algorithms performed. So, in order to generate data to be used by those tools,
we have to investigate which kinds of datasets can be generated.
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2.1 Datasets for Association Rule Mining

A normal transaction consists of a transaction-id and a list of items in every
row or sentence. Sometimes, the items are represented as boolean values 0 if the
item is not bought, or 1 if the item is bought. But the commonly used format
for Market Basket data is that of numeric values for items without any other
information:

1 3 5 9 11 20 31 45 49
3 7 11 12 15 20 43...

This format has to be converted in order to be used by ARMiner and ARtool,
since those tools can only evaluate binary data. ARMiner and ARtool have a
special converter for that purpose which have to be performed before analyzing
the data. WEKA needs a special ASCII-Data format (*.arff) for data analysis
containing information about the attributes and a boolean representation of the
items. Since there is no unique format for input-data, it is impossible to evaluate
the same dataset in one format with different tools. In this paper, we present a
dataset generator that is able to generate datasets that are readable by ARMiner,
ARtool, WEKA and other data mining tools. Additionally, the generator has the
ability to produce large Market Basket datasets with timestamps to simulate
transactions in both retail and e-commerce environments.

2.2 Real World versus Synthetic Datasets

In the beginning of data mining research, generated data was mostly used to test
or develop algorithms for Market Basket Analysis. Meanwhile, there are both
generated and real world datasets available for download which can be found on
data mining related websites. But both types of data suffer from disadvantages.
Real world datasets can be influenced or made unusable by:

– Uncomplete or missing attributes
– Seasonal influences like religious occasions
– Marketing for special products
– Good or bad weather
– Location e.g. in or outside the town.

Therefore, some researchers prefer generated datasets. But they also have some
drawbacks such as:

– The quality of the data depends on the generator used
– They do not really reflect customers purchasing habits
– Algorithms performances differ when performed on generated data

The study in [8] compares five well-known association rule algorithms using three
real-world datasets and an artificial dataset from IBM Almaden. The authors
showed that algorithms (APRIORI, FP-Growth, Closet, Charm and Magnum-
Opus) do not have the same effectiveness on generated data as they have on real
world data. Hahsler et al. showed in [9] visually the differences between simulated
data and supermarket data. They found that support and confidence of itemsets
with a small support are higher in supermarket data than in generated data.
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3 Dataset Generators and Software Solutions

There are many software solutions for data mining, and specifically Market Bas-
ket Analysis. The following tools belong to the well-known data mining and
generation software solutions.

3.1 The IBM Generator

In the literature, a lot of researchers use the IBM generator [10] provided by the
Almaden Research Center to run their experiments and test their algorithms.
This generator is no longer provided by IBM, and other implementations writ-
ten in C/C++, which are available for download, produce compile errors when
executed.

3.2 An E-Commerce Generator

The dataset generator developed by Groblschegg [11] produces datasets for an e-
commerce Market Basket. It depends on Ehrenberg’s Repeat-Buying-Theory [12],
which refers to seasonal customer habits. Ehrenberg used for his studies the so-
called consumer panels to derive information on the intervals consumer used to
purchase certain products. The generator of Groblschegg uses these intervals to
generate Market Basket data by producing purchasing timestamps for each prod-
uct and customer on a time axis. This time axis is cut by the intervals into transac-
tions for every customer. The generator produces timestamps for the transactions
as decimal numbers between 0 and 1, which are not really suitable for temporal
data mining, because they cannot be mapped to attributes like specific day of a
week, or hour of a day.

3.3 ARMiner

ARMiner [5] is a tool for data mining from the University of Boston, Massa-
chusetts. As mentioned before, it can analyze binary sequential datasets by per-
forming different algorithms. It finds frequent itemsets, and association rules
depending on the specified minimum support and confidence values. Effective-
ness of algorithms can be benchmarked by execution time and required passes
over the dataset. Datasets and algorithms can be added dynamically. Further-
more, there is a test data generator available. The software is executed in the
command line. There is no GUI. It is written in Java and can be maintained as
necessary.

3.4 The ARtool Generator

ARtool [6] is an enhancement of ARMiner, with nearly the same capability. It
is now executed by using a GUI. A few functions can only be executed in the
command line. It has some more algorithms implemented, but it can only analyze
the same binary datasets as ARMiner. ARtool has also a test data generator.
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Fig. 1. ARtool GUI

The ARtool Generator is a Java implementation of the IBM Generator. It uses
the parameters and variables described by Agrawal et al. in [10] to generate
Market Basket data. The parameters, which are entered in a panel of the GUI
(see Fig. 1), are as follows:

– Name and description of the dataset produced
– Number of items
– Number of transactions
– Average size of transactions
– Number of patterns
– Average size of pattern
– Correlation level
– Corruption level

Defaults are provided and a progress bar shows the generation process. The
output is, as mentioned, a sequential binary dataset with a header containing
dataset name, description, the generated item names C1, ..., Cn, the number of
transactions and items, and consecutively the transactions. To read this format,
it has to be converted by a conversion tool provided by ARtool. The conversion
tool can only be executed in the command line, not in the GUI.

3.5 WEKA

WEKA [7] is a tool designed for evaluating special ASCII-Datasets and relational
data. It gives information on the effectiveness of algorithms and can visualize
results. In general, it has much more functionality than ARMiner or ARtool, but
it has no dataset generator available.

From previous, we can say that there is no tool designed for the purpose
of temporal data mining. Furthermore, there is no algorithm in any tool on-
hand, that can generate dataset with timestamp functionality. What we need is
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a dataset generator to generate temporal Market Basket data to ease the process
of Market Basket Analysis.

4 Enhancements for ARtool

As a result, we can say that ARtool synthetic dataset generator is the mostly
referred to and used generator. TARtool is an enhancement to the ARtool. TAR-
tool includes the following enhancements:

– Generate datasets for retail and e-commerce environments
– Generate a timestamp for each transaction
– Generate dataset that are readable by ARtool, WEKA, and other data min-

ing tools
– The possibility to mine those temporal datasets with algorithms provided in

both tools and other data mining tools

All these features can be entered as parameters in the GUI. An example is
provided in Fig. 2. New parameters to enter are:

– Check box for dataset generation with timestamps
– Startdate and enddate for the timestamps of the generated dataset
– Buttons to choose between dataset generation for retail or e-commerce

environment
– Up to two daily peaks per day with more transactions in a specific time
– Check box for generation of additional datasets with same values readable

by WEKA and other data mining tools (.arff format)

Fig. 2. TARtool GUI
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The output provided when generating a dataset with timestamp has ASCII-
format with the dataset extension ”.dat”. An example output file looks like this:

1193987598500 (Fri Nov 02 08:13:18 CET 2007) 2 7 8 9 10
1193988231400 (Fri Nov 02 08:24:51 CET 2007) 4 5 8 9
1193988790000 (Fri Nov 02 08:29:10 CET 2007) 2 4 7 8 9

This ASCII-file can be selected in TARtool as a database to be mined. The
output consists of a timestamp as a 4-byte long value, containing the seconds
since 1/1/1970 (the first column in the sample dataset above). This value is
provided by the Java-Classes Date and Gregorian Calendar and can therefore
easily be implemented in other software to handle the timestamp for analysis.
Additionally, there is a readable version of the timestamp provided to see what
timestamps have been generated, followed by the numerical product lists, which
are generated according to the algorithm described by Agrawal et al. [10].

4.1 Timestamp Generation

The timestamp generation depends on the startdate and enddate provided in
the chosen environment (i.e. retail or e-commerce). When retail environment is
selected, the timestamps will be generated weekly from Monday to Saturday
from 8am to 8pm. Sundays and holidays are omitted. On the other hand, If
e-commerce is selected, timestamp generation will be consecutive 7 days a week,
24 hours a day. In a supermarket, there are no uniformly distributed purchases,
but there are hours with a big sales volume, and hours with less. To simulate
this distribution, an algorithm was implemented to achieve a rather realistic
sales volume over all hours of the day. Based on the Retail Market Basket Data
Set provided by Brijs [13] as well as the work of Neto et al. [14], and Vallamsetty
et al. [15], there exists a weekend-peak of purchases from Thursday to Saturday
with a sales volume of about a factor of 1.5 more than that of Monday through
Wednesday. E-commerce transactions are not comparable to classical supermar-
ket data, because e-commerce Market Baskets contain normally only few pur-
chases, for instance, items for entertainment, or technical purchases. According
to Vallamsetty [15], buyers do these purchases mainly in the after-office-hours or
at weekends from Friday to Sunday. So the weekend peak in e-commerce trans-
actions should be from Friday to Sunday. Because daily peaks in supermarkets
and e-commerce vary depending on many factors, daily peaks are not generated
automatically but can be determined by parameters. If provided, they will also
be rated with a factor of 1.5.

According to Neto et al. [14], for both environments, a reduced sales volume
at night hours and daily start and end hours are generated. All these factors for
sales volume rating are available as variables at the beginning of the TARtool
and can be accessed and maintained easily if necessary. The distribution of the
transactions over the chosen interval of time is computed with a poisson distri-
bution and varied with a random factor. The poisson distribution is a discrete
probability distribution that expresses the probability of a number of events oc-
curring in a fixed period of time if these events occur with a known average rate
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Fig. 3. An example of generated association rules

and independently of the time since the last event. The generated ASCII-file
can be selected in TARtool for analysis like the binary datasets. To evaluate the
timestamps, the attributes week day and hour of the day from the timestamp
are chosen and given as items to the association rule algorithms. An example of
generated association rules can be seen in Fig. 3.

5 Evaluation

To evaluate and test the efficiency of our tool, we generated a .dat-file and two
related WEKA-readable .arff-files. They have the WEKA-special .arff-Format
with definitions for the attributes and boolean values for the items. The first
WEKA-readable dataset is named *.arff. It contains boolean values 0 and 1 for
each item of the related .dat-file. The second file is named *q.arff and contains
the values ? and 1 for the items. Because WEKA will find a lot of association
rules within the first kind of dataset, the second one is generated to omit rules
like: IF A AND NOT B ⇒ C.

In Fig. 4 the *q.arff-file opened in WEKA, which was generated for a retail
environment with two peaks per day, is provided. The distribution of the number
of transactions per hour of the day can be seen in the visualization on the right-
hand side. The first peak is at 10 am and the second peak is at 5 pm. Those
two peaks have been chosen in that specific time intervals in order to simulate
real retail environment which, normally, have such peaks in those time points
according to Vallamsetty [15]. Then, the *q.arff-file is mined in WEKA and
the related *.dat-file is mined in TARtool using the APRIORI-algorithm, which
is implemented in both tools. An example of the comparison of the frequent
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Fig. 4. Opening of an *.arff-file in WEKA

Fig. 5. A Comparison of frequent itemsets in TARtool and WEKA for the same gen-
erated dataset

itemsets is given in Fig. 5. The comparison shows a very high degree of similarity
of frequent itemsets under both TARtool and WEKA when mining the same
generated dataset. The amount of time and space for generating binary datasets
and ASCII-files in the enhanced generator depends extensively on the parameters
and the output chosen. The generation of binary datasets, i.e. those datasets
without timestamps, needs much more time but less space than the ASCII-files.
The generation of the *.dat-file is ten times faster than producing the .db-file but
needs twice as much space. Table 1 presents some costs of generation for datasets
with 100 items executed on a desktop with Pentium D Dual Core 2*1.6 GHz
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Table 1. Generation costs for binary and ASCII files

.db Dataset .dat Dataset
# of Transactions Millisec. KB Millisec. KB

1,000 359 50 157 72

10,000 3,046 436 391 729

100,000 298,91 4,340 3,031 7,342

1,000,000 298,672 418,26 297,65 73,671

10,000,000 Not executed ... 331,875 742,164

processor, 2048 MB RAM under Windows Vista. The generation of the binary
file with 10,000,000 transactions was not executed due to the large amount of
time it would have needed. But it was generated as a .dat-file.

6 Summary and Future Work

In this paper, we developed the TARtool which is a tool based on the ARtool.
TARtool has the capability to generate datasets with timestamps for both re-
tail and e-commerce environments, taking into account general customer buying
habits in such environments. We also implemented the generator to produce
datasets with ARFF format to ease the process of mining such datasets in other
data mining tools. An advanced GUI is also provided. The experimental results
showed that our tool overcomes other tools in efficiency, usability, functionality,
and quality of generated data. As a future work we plan to do the following:

– Enhance our tool to be able to generate biographic information of customers
such as customer gender, age, and address. Because for e-commerce envi-
ronments, such information are normally presented in a web-portal, where
customers have to register for purchasing.

– Make it possible to determine detailed attributes of the timestamps being
generated by the TARtool (now only day and hour are chosen automatically).

– Build visualization tools in order to ease the process of reading and analyzing
the generated/mined data.

– Find a real world dataset and generate a dataset that simulates that real
world dataset in order to compare the quality of generated dataset with the
real one.

– We also plan to develop the process of data generation by building a graph in
which nodes represent customers. The customers have different relationships
between each other such as friendship and neighborhood. Through those
relationships, the customers influence each other in the decision of buying
some product. In that way, we can model the purchasing process much more
realistically.
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Abstract. We investigate the effects of dimensionality reduction using
different techniques and different dimensions on six two-class data sets
with numerical attributes as pre-processing for two classification algo-
rithms. Besides reducing the dimensionality with the use of principal
components and linear discriminants, we also introduce four new tech-
niques. After this dimensionality reduction two algorithms are applied.
The first algorithm takes advantage of the reduced dimensionality itself
while the second one directly exploits the dimensional ranking. We ob-
serve that neither a single superior dimensionality reduction technique
nor a straightforward way to select the optimal dimension can be iden-
tified. On the other hand we show that a good choice of technique and
dimension can have a major impact on the classification power, gen-
erating classifiers that can rival industry standards. We conclude that
dimensionality reduction should not only be used for visualisation or as
pre-processing on very high dimensional data, but also as a general pre-
processing technique on numerical data to raise the classification power.
The difficult choice of both the dimensionality reduction technique and
the reduced dimension however, should be directly based on the effects
on the classification power.

1 Introduction

Dimensionality reduction of the feature space has long been used in data min-
ing. So is principal component analysis, first introduced in [3], often used as a
pre-processing step for problems with an extreme high dimensionality. Linear
discriminant analysis, first introduced in [2], on the other hand, while sharing
many properties, is used to solve the problem immediately by reducing the di-
mensionality of the feature space to one. The optimal number of dimensions for
principal component analysis has been investigated many times [6], but with the
goal of finding the number of non-trivial components. We on the other hand use
another criterion, namely maximization of the 10-fold cross validation results of
� Partially supported by the research project OZR1372 of the Vrije Universiteit
Brussel.
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the classifiers yielded by the algorithms. The optima for both these criteria do
not necessarily coincide.

We start by defining the different techniques we use. Some of them are stan-
dard techniques while others are new. Later we compare them to see which one
delivers superior results.

To evaluate the effect of the dimensionality reduction, we use two-class data
sets on which we apply two classification algorithms. The first one is an algorithm
that normally functions in the original feature space and we are interested to
see if the reduction of the dimensionality can have positive effects nonetheless.
The second algorithm is a new algorithm that directly uses the properties of
the new feature space introduced by the transformation and reduction of the
dimensionality.

A full overview of each possible combination of dimensionality reduction tech-
nique, dimension choice and algorithm is presented and analysed.

2 Dimensionality Reduction Techniques

The reduction of the dimension of the attribute vector is executed in three steps.
First, we compute a square transformation matrix of dimension the number of
attributes. Second, the attribute vectors are transformed by multiplying them
with this matrix. Finally, the actual reduction consists of keeping a fixed number
of the most discriminating new attributes (features).

Several techniques to compute an effective transformation matrix are eval-
uated. Principal components and linear discriminants are selected as standard
solutions. The principal components orientate the data so that the variance is
maximized firstly along the first axis, secondly along the second axis etc. Prin-
cipal components ignore the existence of multiple classes. Linear discriminants
however take into account the existence of multiple groups by trying to find ori-
entations that favour a high spread of the total data while avoiding those yielding
a high spread within the different homogenous groups. These two techniques are
complemented by four new ones. The first one, which we named principal separa-
tion, is by idea similar to linear discriminants but looks for orientations in which
pairs of instances of different classes lie far apart. The three final approaches
exploit the fact that only two groups exist and that a straightforward candidate
for the first orientation can be defined by the means of the two groups. Since
this does not yield a complete transformation matrix, it is complemented by
orientations computed using each of the aforementioned techniques.

2.1 Notations

For a general matrix M ∈ R
d×pM

– d : the original dimension of the data (number of attributes)
– Mean(M) ∈ R

d×1 : the mean of the instances of M
– Cov(M) ∈ R

d×d : the covariance matrix of M
– Mom(M) ∈ R

d×d : the matrix of second moments (around the origin) of M
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– Eig(M) ∈ R
d×d : the matrix of eigenvectors of M

Note: Cov(M) = Mom(M)−Mean(M).Mean(M)t

2.2 Data

– A : the matrix of pA columns representing the instances of the first set
– B : the matrix of pB columns representing the instances of the second set
– T = [A, B] : the matrix of pT = pA + pB columns representing the instances

of both sets

2.3 Reduction Operation

– R : the transformation matrix
– n < d : the dimension after reduction

R is assumed to be ordered row-wise. Usually the rows of R are the eigenvectors
of some matrix, ordered by decreasing eigenvalues.

The dimension reduction consists of calculating RT and dropping all rows
except the first n. The result is a new feature space.

2.4 Principal Components

We define the transformation matrix based on principal components as

R = Eig(Cov(T ))

2.5 Linear Discriminants

Let

SW =
pACov(A) + pBCov(B)

pT

SB = Cov(T )− SW
Then we define the transformation matrix based on linear discriminants as

R = Eig(S−1

WSB)

2.6 Principal Separation Components

Define the d× (pApB) matrix A(B, as consisting of all d-vectors a− b for any
pair of d-vectors a ∈ A and b ∈ B.

We want to keep the ‘spread’ ∑
a−b∈A�B

‖a− b‖2
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as high as possible after reduction. In a way similar to principal components
analysis, this is obtained using transformation matrix

R = Eig(Mom(A(B))

Since the complexity of calculating Mom(M) is in general O(pMd2) the calcu-
lation of Mom(A(B) seems at first glance to be an ominous O(pApBd2). This
complexity is however strongly reduced to O((pA + pB)d2) = O(pT d2) thanks to
the following result.

Theorem 1. Mom(A ( B) = Mom(A) + Mom(B) − Mean(A)Mean(B)t −
Mean(B)Mean(A)t

Proof
For any 1 ≤ i, j ≤ d we have:

Mom(A(B)ij =
1

pApB

∑
a∈A

∑
b∈B

(ai − bi)(aj − bj)

=
1

pApB

∑
a∈A

∑
b∈B

(aiaj − biaj − aibj + bibj)

=
1
pA

∑
a∈A

aiaj +
1

pB

∑
b∈B

bibj −
1

pApB

∑
a∈A

∑
b∈B

aibj −
1

pApB

∑
a∈A

∑
b∈B

biaj

=
1
pA

∑
a∈A

aiaj +
1

pB

∑
b∈B

bibj − (
1
pA

∑
a∈A

ai)(
1

pB

∑
b∈B

bj)− (
1

pB

∑
b∈B

bi)(
1

pA

∑
a∈A

aj)

= Mom(A)ij + Mom(B)ij −Mean(A)iMean(B)t
j −Mean(B)iMean(A)t

j

�

2.7 Mean Component Methods

Let
p = Mean(A)−Mean(B)

We define the first row of the transformation matrix based on means as

R1 =
p

||p||

We define the remaining rows R2..n as the n−1 first rows of the aforementioned
techniques after projection of the instances on the hyperplane perpendicular on
R1. This yields the following three variants:

– principal mean components
– linear mean discriminants
– principal mean separation components



Dimensionality Reduction for Classification 415

3 Classification Algorithms

3.1 Optimal Distance Separating Hyperplane

Here we use a linear classifier, chosen so as to minimize sum of the euclidean
distances of misclassified instances to the separating hyperplane as proposed
in [5]. By reducing the dimension, we hope not only to solve the problem of
the high complexity the algorithms have concerning the dimensionality of the
feature space [4,7], but also hope to reduce overfitting. The classifier is obtained
by way of the Grid-Cell VNS algorithm as was proposed in [7].

3.2 Eigenvalue-Based Classification Tree

Since the ranking of RT indicates the importance of the features of the new
feature space, it is straightforward to make a selection for a split in a hierarchical
structure. We therefore we propose a new kind of classification tree in which the
split in the top node is done based on the first feature, in the nodes on the
second level the splits are done based on the second feature etc. The split value
is calculated by taking that midpoint between two consecutive instances that
minimizes the number of misclassifieds. The expansion of the tree ends either
when only instances of one class remain for the given node or when the level
of the node equals the reduced dimension n. Note that no feature is used more
than once in each branch.

4 Computational Results

Table 1 shows the best average results of ten 10-fold cross validations on six data
sets from the UCI [8] database when applying all six reduction techniques and
varying dimensionality. As a reference, the results of some industry standards
such as support vector machines with linear kernels (SVM) and C4.5 classifi-
cation trees (C4.5), as well as a 1-dimensional principal component (PCA) or
a linear discriminant analysis (LDA) are also presented. We can see that, com-
bined with a good dimensionality reduction, our new algorithms (Best ODSH,
Best EVCT) can compete with these standards.

Table 2 shows the optimal dimensionalities and reduction techniques for each
pair of algorithm and data set. No dimensionality reduction technique seems

Table 1. Cross Validations

Data set d pT Best ODSH Best EVCT SVM C4.5 PCA LDA

Cancer 9 683 96.8% 97.5% 97.0% 95.4% 97.5% 97.1%
Diabetes 8 768 76.1% 75.6% 76.8% 74.4% 68.1% 75.6%
Echocardiogram 7 74 76.5% 73.4% 70.9% 70.9% 65.2% 67.5%
Glass windows 9 214 93.7% 96.1% 92.2% 93.3% 92.2% 93.2%
Hepatitis 16 150 83.6% 84.5% 84.6% 77.6% 80.9% 84.5%
Housing 13 506 86.8% 81.7% 86.4% 81.9% 77.1% 79.9%
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Table 2. Optimal Dimension Reduction

Data Set d pT ODSH EVCT

Best Tech Best Dim Best Tech Best Dim

Cancer 9 683 LD 1 PC/PSC 1
Diabetes 8 768 PMC 6 LD 1
Echocardiogram 7 74 PSC 2 PMSC 2
Glass windows 9 214 PMC 2 PMC 2
Hepatitis 16 150 PC 1 LD 1
Housing 13 506 PMSC 10 PSC 6

Fig. 1. Cancer set cross validations

Fig. 2. Diabetes set cross validations

superior or inferior to the others, which makes a selection difficult. Although
severe dimensionality reductions often yield good results, finding a pattern for
an effective selection is difficult. It should also be noted that no clear correlation
was found between the results and the eigenvalues yielded by the dimensionality
reduction techniques.

Full results can be found in the figures below. Although an optimal selection
is difficult without full results, the impact of good pre-processing can be clearly
seen here. A reduction to one dimension can give good results, but in many cases
a reduction of this magnitude seems too drastic and moving up to two or three
dimensions can result in a very significant improvement. On the other hand, the
results can decrease rapidly when choosing a higher dimensionality, although
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Fig. 3. Echocardiogram set cross validations

Fig. 4. Glass windows set cross validations

Fig. 5. Hepatitis set cross validations

Fig. 6. Housing set cross validations
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for some sets, there seems little gain in reducing the dimensionality at all. The
optimality of the dimension seems to be mainly determined by the structure of
the data and the fact that the goal is classification and less by the algorithm
and the reduction technique.

5 Conclusions

We showed that a good choice of technique and dimension can have a major im-
pact on the classification power. Lowering the dimensionality often significantly
reduces the overfitting by an algorithm. On the other hand, one should be care-
ful not to lower the dimensionality too much as the information loss can then
rapidly overtake the reduction in overfitting. However, we observe that neither
a single superior dimensionality reduction technique nor a straightforward way
to select the optimal dimension can be identified.

We conclude that dimensionality reduction should not only be used for visual-
isation or as pre-processing on very high dimensional data, but also as a general
pre-processing technique on numerical data to raise the classification power. The
difficult choice of both the dimensionality reduction technique and the reduced
dimension however, should be directly based on the effects on the classification
power. We are currently researching methods to incorporate the choice of the di-
mensionality reduction into the algorithm itself [1].

Many of these findings can also be extended to problems with more than two
classes or can be used in combination with kernels.
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Abstract. Advances in wireless transmission and increasing quantity of GPS in 
vehicles flood us with massive amount of trajectory data. The large amounts of 
trajectories imply considerable quantity of interesting road condition that cur-
rent traffic database lacks. Mining live traffic condition from trajectories is a 
challenge due to complexity of road network model, uncertainty of driving be-
havior as well as imprecision of trajectories. In this paper, road linear reference 
system, road segmentation and road condition models are employed in preproc-
essing trajectory data to lower dimension of trajectory mining problems and re-
duce uncertainties and imprecision of raw trajectories. The trajectory mining 
problem includes the one near road intersection and the one in general road 
segment. The former focuses on finding turn information of road intersection, 
while the latter focuses on extracting road live condition. The experimental re-
sults show that the mining algorithm is effective and efficient in traffic condi-
tion mining. 

1   Introduction 

Live traffic condition reporting, as one important part of LBS (Location Based Ser-
vice), has achieved widening application. But the information it provides hardly meets 
the demand of intelligent traffic applications limited by data obtaining method and 
data update mechanism. The flaw of current live traffic condition reporting systems 
includes low precision in spatial and temporal scale, lack of road spatio-temporal 
information, and lack of traffic information in lane granularity level. GPS and other 
positioning devices carried by vehicles can track a vehicle as it moves. These conse-
quently recorded location and velocity data of specific vehicle in specific time inter-
val form trajectory[1]. The trajectories hide a large amount of interesting and valuable 
knowledge of trajectories’ surroundings. In recent years, mining moving objects has 
emerged as a hot topic both academically and practically. [2] employed differential 
GPS receivers and spatial clustering algorithm to extract road centerline, lane posi-
tion, and intersection structure and road segments. But the application of this method 
was limited as most of GPS receivers embedded in vehicles are not differential GPS 
receivers in decimeter accuracy level but navigational ones in a few ten’s meters ac-
curacy level. [3] and [4] provided REMO to detect four spatio-temporal patterns 
namely flock, leadership, convergence, and encounter. [5] provided FlowScan that 
was density-based algorithms to mine hot routes in road network. The database  
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projection based association rule mining method described in [6] was efficient to 
extract long, sharable frequent routes. The spatio-temporal similarity calculation of 
trajectories provided in [7] are effective and adopted in our experiment. [8] proposed 
a new data mining algorithm to extract identity temporal patterns from series of loca-
tions of moving objects in LBS, and used spatial operation to generalize a location of 
moving object, applying time constraints between locations of moving objects to 
make valid moving sequences. [9]  proposed a model of trajectories patterns and a 
novel measure to represent the expected occurrences of pattern in a set of imprecise 
trajectories, and mined sequential patterns from imprecise trajectories of moving 
objects. [10] proposed an approach to predict future location of moving objects from 
their long-term moving behavior history. [11] provided ST-DBSCAN to calculate 
spatio-temporal clustering of trajectories. 

The rest of the paper is organized as follows. Section 2 gives the notations and 
definitions of trajectory mining. Section 3 describes the data preprocessing, mining 
algorithms and mining implementation. The conclusion and future work is discussed 
in section 4. 

2   Problem Statement and Definition 

Most of drivers tend to choose the optimal (shortest in most cases) route to his/her 
destination if there is no obstacle, traffic light or traffic regulations constraints. The 
trajectories are mixed result of drivers’ subjective will and circumstance constraints. 
In this paper, it is supposed that there is a GPS receiver in moving vehicles, the col-
lected trajectories will be transferred to and stored in trajectories database timely. 
Before mining, it is necessary to confirm some related notation and definition. 

Definition 1. To road linear reference system and road segment all road segments in 
road network are numbered by spatial index, R={R1, R2,…Rn}. All lanes are 
numbered by offset distance from centerline, the lanes in the road direction are 
set positive value, and the others are assigned to negative number. l={ l-i, l 1-i …l -
1, l 1 …l j-1, l j}. The n-lane of m-road can be notated as Rm- ln. 

Definition 2. If Rm- l n and Ri- l j have the spatio-temporal connection relationship, i.e. 
a vehicle can get Ri- l j directly from Rm-ln not through any other road, it is 
notated as Connect(Rm-ln, Ri-lj). Its support is notated as Support(Connect(Rm- ln, 
Ri-lj)). If Support(Connect(Rm-ln, Ri- l j)) > threshold, it can be described that n-
lane of m-road is connected with j-lane of i-road. Or roughly speaking, i-road is 
connected with m-road. 

Definition 3. If Support(Connect (Rm-l n, Rk- ll)) > threshold in the road intersection 
and one of following conditions is satisfied,  the lane can be described in natural 
language as: 

( ), 0m kR Rθ ≈ ⇒
G G

 the lane is “Straight through lane” (1) 

( ),
2m kR R
πθ ≈ ⇒

G G
 the lane is “Left-turn lane” (2) 
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( ),m kR Rθ π≈ ⇒
G G

the lane is “U-turn lane” (3) 

( ) 3
,

2m kR R
πθ ≈ ⇒

G G
 the lane is “Right-turn lane” (4) 

Where θ is the angle of vector mR
G

 to vector kR
G

. And in formula (3), in fact m-Road and 

k-Road is the same road. The lane which has max support value is the turn lane. If 
there is any li ∈{ l1 , l2 ,… lj } of Rm, its Support(Connect(Rm- l i, Rk- l l)) > threshold 
and one of above angle conditions is satisfied, the road intersection can be described as 
“No Straight through”, “No Left-turn”, “No U-turn” and “No Right-turn” respectively. 

Definition 4. If the sum of  vehicles in one road in one direction in the time 
interval[t1, t2]is much greater than the one in opposite direction: 

1

1

_ ( ) _ ( ), ( , )
i

k l k l m
k l j

Sum Vehicle l Sum Vehicle l l l R
−

= =−

>> ∈∑ ∑  (5) 

the road can be described in natural language as “One way road”. 

Definition 5. If the sum of  vehicles of one road in both directions in the time interval 
[t1, t2] < threshold 

1

1

_ ( ) _ ( ) , ( , )
i

k l k l m
k l j

Sum Vehicle l Sum Vehicle l threshold l l R
−

= =−

+ < ∈∑ ∑  (6) 

the road is a “Closure road”. The closure road includes abandon road and closing 
road. 

Definition 6. If the amount of vehicle running in a road > threshold and the vehicles’ 
average velocity < threshold in [t1,t2], the road is a “Hot road”. 

The thresholds mentioned above have various values in various cases for various 
mining objective expected. 

3   Moving Objects Trajectory Data Mining 

In this paper, the term “moving object” is restricted to denote an object to which we 
can associate a trajectory, and in the following experiment it is restricted as moving 
vehicle carrying GPS receiver and data transferring device. Location trajectory and 
velocity trajectory are the two types of trajectory shape. Location trajectory includes 
the moving object location’s spatial dimension (xi, yi) maybe including hi, and tempo-
ral dimension (ti). The velocity trajectory records the velocity (Vi), direction (di), and 
temporal value (ti). Location trajectory is usually sampled by linear interpolation and 
has the advantage of fast and easy constructing and precise trajectory location, as well 
as the disadvantage of abruption discontinuing of speed and direction. Velocity trajec-
tory is usually sampled by Bezier curves interpolation and has the advantage of 
smooth and nice trajectory graph, and accurate and continuous speed and direction, as 
well as disadvantage of high computing complexity. Being limited by GPS receiver’s 
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precision and variety of GPS receivers install position, it is difficult to extract all lanes 
position precisely from trajectories. What people concern in general road segment and 
near road intersection is different. The former focuses on finding whether the intersec-
tion is specific turn-allowed, and if it is, which lane is turn lane. The latter focuses on 
finding the live road information i.e. hot road, one-way road, and closure road etc. 

3.1   Data Preprocessing 

The road spatial data in traffic map are usually organized in Arc-Node model, which 
is not sufficient in road and lane representation[12]. The trajectories collected by GPS 
receivers and other positioning devices store the location 2- or 3-D geo-coordinate 
that requires a spatial reference system. In road network applications, it was verified 
that the road linear referencing system and road segment are more efficient in road 
indexing and location querying than spatial reference system [12]. The raw trajecto-
ries should be transformed to linear referencing systems and road segment. 

n( , , ) ( , , , )i i i m i ix y t R l D t⇒ . In this transformation, mR  and nl  represent the road and 

lane which the moving objects is located in time instant ti respectively; Di is the seg-
ment length along the road between the perpendicular point of trajectory sample point 
to road centerline and the road start point.  

The GPS recorded coordinate sometimes “drifts” caused by GPS satellites signal shelter-
ing, multi-way effect or other reasons. When GPS “drifts”, it is actually difficult to  
determine the road and lane number. There are two methods to process these imprecise 
trajectories data: the first one is to get rid of those trajectories segment, the other one is to 
transform imprecise trajectories sample points to their corresponding most-probable posi-
tions. The former can raise mining efficiency but lost some useful data. The latter tries to 
transform the imprecise data to its most-probable position according to moving object mov-
ing inertia and moving trend predicting models. [9] provided an improved probable position 
algorithm based on equation predict_loc=last_loc +v*t. We adopt that algorithm and ex-
tend it as: 1)If the moving object is in i-road in time t1 and the time interval∆t is small 
enough, in the moment of t2=t1+∆t , the moving object will keep in the same road i.e. i-
road; 2) There are trajectory sample points sorted by offset distances from the centerline in 
different lanes of same road in the same direction and in the same moment, if any sample 
point is beyond the range of reasonable lane position, the lane number of the innermost 
trajectory is set to the innermost lane number and the other trajectories are assigned accord-
ing to variant offset distance, and vice versa. 

3.2   Traffic Condition Extraction Near Road Intersection 

There are many interesting road and lane information can be extracted from moving 
objects trajectories. But the expected mining objective is different in different cases. 
When driving to a road intersection, what the drivers concerned is whether the com-
ing intersection is straight through, left-turn, right-turn or u-turn, and if it is turn-
allowed, which lane is turn lane? In way-finding and other transporting planning  
applications, the road intersection turn information in various time intervals is a cru-
cial factor. In data mining from trajectories near road intersection, the key is to find 
the correlations of different road and lane and calculate their supports. 
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The first procedure is to select all trajectories and trajectory segments which are 
near the road intersection Road_Inti in specific time interval [t1, t2]. 

Select trajectory from trajectories where 
trajectory.interpoint is near Road_Inti and t1 <= 
trajectory.time and trajectory.time <= t2 

Where the operator “near” is a buffering spatial calculation centered in the intersec-
tion of Road_Inti with user specific buffer distance. In the trajectory mining near road 
intersection, what we concerned is which roads and lanes the trajectory connects, so 
the middle part of trajectory can be ignored. The selected trajectories can be simpli-
fied as: 

1 2

1

( , ,...)

( , ,... )

,

( , , , ), ( , , , )

i i j

i j

mi ni ki li mj nj kj lj

Trajectory Point Point

Trajectory Point Point Point

Point Point

R l D t R l D t

+⇒

⇒

⇒

 (7) 

Pointi and Pointj are the start point and end point of trajectory segment respectively. 
Formula (7) can be simplified further: Dki and Dkj, can be ignored as they are not the 
interesting point in the mining application. It usually takes very short time for drivers 
to pass the road intersection, so  tli ≈tlj. Table 1 lists one part of simplified result of 
trajectories near a road intersection. 

Table 2. An example of simplified trajectories 

Trajectory ID Start_road Start_lane End_road End_lane Time 
D00034 23 1 103 -1 20060506123118 

D00311 23 2 24 1 20060506123120 

D00228 23 1 23 -2 20060506123124 

D00115 23 2 104 2 20060506123128 

D00341 23 2 24 1 20060506123130 

…      

The connection support of road or lane is defined as the ratio of the turning vehicle 
amount compared with the sum of vehicle passing the road intersection from this 
road. In support calculation, we are interesting in the trajectory total amount which is 
composed of one or more destination lanes. So the destination lane information can be 
ignored too. 

_ ( , )
( , )

( )
m n i

m i
m

Connect Sum R l R
Support R R

Sum R

−=  (8) 

Since the mining problem in spatio-temporal database is transformed to the one in 
relational database, the mining algorithm can be achieved in standard query language 
(SQL) statement: 
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Connect_Sum (Rm-ln, Ri): select count(Traj_ID) FROM 
Traj_Table where Start_road=m and Start_lane=n and 
End_road=  i and Time >= t1 and Time <= t2 

Sum(Rm-ln):  select count(Traj_ID) FROM Traj_Table 
where Start_road=m and Time >= t1 and Time <= t2 

If the support > threshold, and one of premises of 0 is satisfied, the road can be de-
scribed in natural language as: the road with “Straight through Lane”, “Left-turn 
Lane”, “U-turn Lane” and “Right-turn Lane” respectively. The lane which has the 
max support value is the turn lane. 

We choose Kunming, the capital of Yunnan province, southwest of China as the 
experimental region. Nearly 100 cars were employed in the 30-day experiment. 20 
road intersections mining results were selected randomly as comparison with field 
survey figures. Fig. 2 shows the mining result compared with field survey figures. 

 

Fig. 2. Mining result of trajectory near road intersection (the blue column is figure of mining 
result, the violet one is figure of filed survey) 

3.3   Traffic Condition Extraction in General Road Segment  

In the general road segments away from road intersection, what drivers concerned is 
whether the road is clear, whether the road is closed, and whether there is traffic jam 
in the road. So we focus on not only the location trajectory but the velocity trajectory. 
And the lane information can be ignored. The location and velocity trajectories need 
to be transformed as: 

1 1 1 2 2 2

1 1 1 1 1 2 2 2 2 2

1 1 1 2 2 2

(( , , ),( , , ),...( , , ))

(( , , , , ),( , , , , ),...( , , , , ))

(( , , ),( , , ),...( , , )

j j j

m n k m n k mj nj kj j j

m m mj j j

Trajectory Point V t Point V t Point V t

Trajectory R l D V t R l D V t R l D V t

Trajectory R S t R S t R S t

⇒

⇒

    (9) 

Where S is represented as trajectory speed, which absolute value is equal to velocity 
and is signed by the trajectory direction. If the trajectory is in the same direction with 
 



 Trajectories Mining for Traffic Condition Renewing 425 

 

Fig. 3. Live road condition mining result in the rush hour. (The green lines are clear roads with 
driving speed > 15km/h; the yellow ones are hot road with driving speed ≤ 15km/h; and the red 
one is closure road.) 

the road vector, S is positive. On the contrary, it is negative. The SQL statement of 
counting the amount of vehicles in a “road closure” is: 

SELECT DISTINCT count(Trajectory_ID)FROM Traj_Table 
where Start_road=m and Time >= t1 and Time <= t2; 

If the count<threshold, the m-Road is “road closure” in time interval [t1, t2]. The 
SQL statement of counting the amount of vehicles in a “hot road” is: 

SELECT DISTINCT count(Trajectory_ID)FROM Traj_Table 
where Start_road=m and abs(Speed) < threshold and Time 
>= t1 and Time <= t2; 

If the count > threshold, the m-Road is “hot road” in time interval [t1,t2].The SQL 
statement of counting the number of vehicle in a “one-way road” of positive direction 
count(PC) and negative direction count (NC) list follow: 

SELECT DISTINCT count(Trajectory_ID) FROM Traj_Table 
where Start_road=m and Speed > 0 and Time >= t1 and 
Time <= t2; 

SELECT DISTINCT count(Trajectory_ID) FROM Traj_Table 
where Start_road=m and Speed < 0 and Time >= t1 and Time 
<= t2 

If PC >> NC, the road is a “one-way road”, and the passable way is in same direc-
tion with the road direction, and vice versa. Fig. 3 is a snapshot of mining result of 
traffic condition of Kunming in the rush hour on April 6, 2006. 
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4   Conclusion and Future Work 

In this paper, we propose the trajectory data preprocessing method and trajectory 
mining algorithms in different traffic condition extraction cases. This data preprocess-
ing lowers trajectories mining dimension and revise some imprecise data. The mining 
algorithms convert the mining task of spatio-temporal database to the one of relational 
database. The experimental results show that the mining algorithm is sufficient to 
extract live road information near road intersections as well as general road segments.  
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Abstract. The paper uses data mining approaches to classify bug types and ex-
cavate debug strategy association rules for Web-based applications. Chi-square 
algorithm is used to extract bug features, and SVM to model bug classifier 
achieving more than 70% predication accuracy on average. Debug strategy as-
sociation rules accumulate bug fixing knowledge and experiences regarding to 
typical bug types, and can be applied repeatedly, thus improving the bug fixing 
efficiency. With 575 training data, three debug strategy association rules are 
unearthed. 

Keywords: bug mining, bug classification, debug strategy, association rule, 
Chi-square algorithm, SVM. 

1   Introduction 

Web-based applications have become so popular that they have been fundamentally 
changing human’s life styles. The trend will keep continuing and become ever more spec-
tacular. However, developing Web-based applications is still facing a lot of challenges, 
indicated by hundreds and thousands of bug reports deluging the bug tracking systems.  

When a new bug is reported to a bug tracking system, it will trigger a series of 
tasks: 1) figure out what bug types the report belongs to; 2) choose who is going to 
fix; and 3) decide how to fix the bugs.  

The first task faces a lot of challenges. The ways to define bug types vary from 
people to people. There are some research works that try to handle the second task, 
such as Anvik et al. [1], Cubranic and Murphy [2]. There are great difficulties with 
the third task. It is essentially a hard job to derivate the crux of the problem from 
symptoms of an error, and debuggers must be well-equipped with a wide range of 
Web development knowledge and experience. 

This paper proposes to use data mining approach to obtain a bug classifier to auto-
matically predicate bug types of Web-based applications; and to acquire debug strat-
egy association rules which directly indicate the relations between bug types and bug 
fixing solutions. Debug strategy can provide clues to locate the erroneous part of the 
source code. Once the mistake is found, correcting it is usually easy. 

We are aware that there are few researches on the relationship between the descrip-
tion of fixing bugs and category of bugs. Haran et al. [3] analyze data from deployed 
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software to classify executions as success or failure. They use tree-based classifiers 
and association rules to model “failure signals”. Zimmermann et al. mined source 
version histories to determine association rules which can then be used to predict files 
(or smaller program elements, such as functions and variables) that usually change 
together [4]. In addition, Kim focused on predicting faults from cached history [5]. 
Arumuga used compound Boolean predicates to implement statistical debugging [6]. 
The statistical debugging uses dynamic instrumentation and machine learning to iden-
tify predicates on program state that are strongly predictive of program failure. 

The paper is organized as follows. Section 2 describes the process of mining bug 
classifier and debug strategy association rules. Section 3 presents the pre-process on 
bug reports from Mozilla open bug repository. Section 4 depicts the bug feature ex-
traction using Chi-square algorithm. Section 5 trains bug classifier using Support 
Vector Machine (SVM) algorithm, and predicts bug types with testing data. Section 6 
mines debug strategy association rules to obtain the relationship between bug types 
and bug fixing solutions. Section 7 demonstrates several experimental results on bug 
classifier and debugs strategy association rules. Finally, Section 8 concludes the paper 
and scratches the future work.  

2   Process of Bug Classification and Debug Strategy Association 

Figure 1 shows the data mining based process of bug classification and debug strategy 
association rules. 

 

Fig. 1. Data Mining Process of Bug Classification and Debug Strategy Association Rules 

1) Getting data set from problem domain: We choose Mozilla bug repository as 
data resources. JavaScript technique is used to automatically obtain bug in-
formation, including “Category”, “Summary” and “Comments”, which will be 
used for bug feature extraction. 

2) Data pre-processing: The pre-process on bug reports is to manually refine 
categories of bug reports and sort out the useless information from “Sum-
mary”. We use Regular Expression rules to filter the punctuations and use 
stop-words dictionary to filter useless words. 

3) Feature extraction: Feature extraction is to take out words which can best rep-
resent the characteristics of the bugs, and are used as “features” in the feature 
extraction algorithm. We choose Chi-square algorithm to calculate these val-
ues of bug features. 
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4) Modeling of bug classification and debug strategy association:  We model bug 
classification using Support Vector Machine (SVM) with training data set (a 
set of bug category and bug features) obtained in the previous step; and model 
debug strategy association rules using Apriori algorithm with training data set 
(a set of bug fixing solutions and bug features) obtained in the previous step as 
well. 

5) Prediction of bug category and Recommendation of debug strategy: We use 
testing data to evaluate the prediction accuracy of the bug classification model. 
The bug classification model can be used to predict the type of a new bug re-
port. When a new bug report comes, the bug features are extracted firstly. 
With the bug features and association rules as inputs, a rule engine can pro-
duce a debug strategy recommendation as guidance for a bug fixing engineer. 
We do not report the experiment results on predictions and recommendations 
in this paper, but as our ongoing research. 

3   Pre-process on Bug Report Data 

In data pre-process stage, there are three tasks: raw data preparation, data cleaning, 
and manually categorizing bug. The goal is to get clean, meaningful, and reasonable 
data for the extraction of bug features and bug fixing solutions. 

3.1   Raw Data Preparation 

In the Mozilla open bug repository, a bug report consists of many fields, including 
product, classification, component, hardware platform, operating system, summary, 
and comments. Among them, we combine “search options” of four classifications 
(Client Software, Components, Server Software, Client Support), three products (ad-
dons, bugzilla, calendar), and three components (API, add-ons, accessibility), and get 
about 6,700 bug reports. A program we developed using JavaScript takes out “Classi-
fication”, “Summary” and “Comments” from each original bug report. 

3.2   Data Cleaning 

In this paper, data cleaning is to eliminate the punctuations and the stop-words. The 
former can be filtered by regular expression” [^a-zA-Z0-9-] +”. The later are stored in 
a dictionary to tell programs which words should be deleted in the bug summaries and 
bug fixing comments. 

3.3   Manually Labeling Bug Types 

This paper divides bug types of Web-based applications into seven categories, and 
each type is further decomposed into sub-types as needed, shown in Table 1.  

The way to define bug types serves the purpose for establishing debug strategy. 
The clearer the bug type is, the more specific the debug strategy is.  

Manually labeling bug types for each bug report in the selected bug data set serves 
two purposes: 1) prepare training data set for feature extraction, bug classification and  
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Table 1. Bug Types and Sub-types of Web-based Applications 

Bug Type Sub-type Bug Type Sub-type 

Static Content Redirect 
Data Transmission Bookmark 
Data Management Frames and Framesets 

Content 

Data Access Site Maps 
Layout 

Navigation 

Internal Search Engines 
Links Style 

Readability Storage 
Accessibility Validation 

Compatibility 

Component 

Exception 

Cookie Security Security 
Streaming Content Configuration Configuration 

User 
Interface 

Client-side Scripting Performance Performance 

debug strategy association rules; 2) prepare testing data set for evaluating the accu-
racy of data mining models. 

4   Bug Feature Extraction 

Bug feature extraction aims at identifying the terms/features that best describe bug 
characteristics from pre-processed data and associating with bug types using Chi-
square algorithm. 

Chi-square measures the relationship between feature and category, and calculates 
the maximum chi-value and the average chi-value. The maximum chi-value is used to 
determine which category a feature belongs to; and the average chi-value can distin-
guish whether the word is an invalid bug feature. Table 2 shows the chi-values of 
features “character” and “compatible”, and a feature belongs to a bug type where the 
feature has the highest chi-value.  

From pre-processed bug reports, 1,605 individual features are taken out. By care-
fully observing, we discover that the features whose chi-values are lower than 0.5 
contain lots of invalid information. For example, as shown in Table 3, the three fea-
tures “com”, “Thunderbird” and “Dev” have low average chi-values. With the literal 
meanings of the features, they are unhelpful for the bug classification and even de-
cline the prediction accuracy; therefore we define them as invalid features for bug 
classification, and scrub out such words.  

Table 2. The Relation between Features Chi-Values and Categories  

Bug Type 
Feature 

Content User Interface Navigation Security 

character 11.8 5.19 0.33 0.02 
compatible 1.47 5.89 0.39 0.02 
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Table 3. Invalid Features Scrubbed out 

Feature   Category Average chi-value 
com Component 0.017577484306667425 
Thunderbird Content 0.06389555770005631 
Dev Performance 0.13736511334578255 

Consequently we set the threshold of average chi-value as 0.5. Retain the features 
with chi-values above the threshold, and obtain number of 1,384 features with 13.8% 
of features removed. 

5   Bug Classification 

The paper selects SVM classification algorithm for the two reasons: 1) SVM supports 
text classification and multi-label classification; 2) SVM can solve high-dimensional 
and non-linear problems. The quality of bug classification is measured by prediction 
accuracy, which is the ratio of the number of bug reports with correct types classified 
to the total number of bug reports to be classified. We improve the prediction accu-
racy of bug classification from the following four aspects.  

1) Handling stop-words and punctuations: In the early experiment, we find there 
are still some stop-words and punctuations in the bug summaries, which 
worsen the prediction accuracy. Accordingly, we append more stop-words to 
the dictionary and more punctuations to the regular expressions.  

2) Managing data unbalance and incorrect labeling by human being: In order to 
balance training data, we increase the amount of the types of bug data which 
account for small proportions. In addition, we define a weight for each bug 
type during the feature extraction. As for labeling, inspection meeting, which 
is arranged among the members to reconcile each other’s opinion, is critical to 
improve accuracy.  

3) Decontaminating bug reports: Some bug summaries are useless and have nega-
tive impact on the prediction accuracy, which have been excluded manually.  

4) Tuning parameters of SVM tool: During modeling bug classification, we can 
obtain different prediction accuracy with the same data by varying the thresh-
old of the feature value, or adjusting the parameters which is obtained by cross 
validation, or changing the proportion between training data and testing data. 

6   Mining Debug Strategy Association Rules 

The goal of association rule mining is to find debug strategy for Web-based applica-
tions. Generally, association rules identify collections of data attributes that are statis-
tically related in the underlying data. Here are two terms that describe the significance 
of the association rule: 1) the confidence of the rule, a percentage of data sets that 
contain the antecedent; and 2) the support of the rule, a percentage of the data sets 
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with the antecedent that also contain the consequent. Here probability is taken to be 
the observed frequency in the data set.  

Finding frequent item sets is one of the most investigated fields of association min-
ing. The Apriori algorithm is the most established algorithm for frequent item sets 
mining (FIM), which is used in this paper. We preprocess bug reports to improve the 
quality of mining association rules and use confidence to evaluate the results.  

When it comes to our research domain, antecedent is the bug feature set and conse-
quent is the bug fixing solutions. Debug strategy association rules can tell us the rela-
tionship between bug features and bug fixing solutions. Bug fixing solutions can be 
seen as accumulation of debug knowledge and experience. In the experiment, debug 
knowledge and experience come from two sources: extracting comments of bug re-
ports and manually adding bug fixing recommendations.  

Different from Apriori algorithm, frequent pattern growth, or simply FP-growth, 
generates frequent itemsets without candidate generation, which adopts a divide-and-
conquer strategy. Our future work will explore the application of FP-growth in our 
problem domain. 

7   Experiments  

In order to analyze the behavior and quality of bug classifier (SVM) and debug strat-
egy association rules, we perform several experiments by varying different aspects of 
models.  

7.1   Experiments with Bug Classifier 

Using bug classifier based on SVM, experiments are carried out from the following 
three aspects, where cost (c) is the penalty/parameter of the error term and gamma (g) 
is a kernel parameter, which controls the sensitivity of kernel function. 

1) Adjusting feature threshold: The threshold can be used to cut off invalid fea-
tures. With the other parameters remaining the same, accuracy will change 
corresponding to the threshold, as shown in Table 4. Then we choose the 
threshold value with the highest accuracy.  

2) Tuning parameter g: SVM produces parameters c and g through cross valida-
tion (32.0 and 8.0 in Table 5). Manually tuning parameter g influences the pre-
diction accuracy, i.e., parameters obtained by SVM are not optimal. 

Table 4. Adjusting Feature threshold 

Training data Testing 
data 

Feature # Threshold Cost gamma Accuracy 

474 100 22 per line 0 8.0 8.0 67%
474 100 20 per line 0.266 32.0 8.0 74%
474 100 20 per line 0.3 32.0 8.0 70%
474 100 19 per line 0.5 32.0 8.0 77%  
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Table 5. Varying Parameter g 

Training data Testing data Feature # Threshold Cost gamma Accuracy 
474 100 19 0.5 32.0 9.0 75%
474 100 19 0.5 32.0 8.0 77%
474 100 19 0.5 32.0 7.0 78%
474 100 19 0.5 32.0 6.0 76%

3) Adj i i f i i d i d h k i
 

3) Adjusting ratio of training data to testing data: When keeping parameters c and 
g the same, increasing the proportion of training data against testing data 
boosts the prediction accuracy, as shown in Table 6. This conforms to intui-
tion, and indicates that we should enlarge the size of overall raw data that will 
be our future work. 

Table 6. Varying Ratio of Training Data to Testing Data 

Proportion Training data Testing data Feature # Threshold Accuracy 
3:1 431 143 19 0.5 67% 
4:1 459 115 19 0.5 73% 
6:1 492 82 19 0.5 78% 

10:1 522 52 19 0.5 85% 

7.2   Experiments with Debug Strategy Association Rules 

There are two experiments with debug strategy association rules. In the first experi-
ment, input data includes 454 bugs with 1,277 features obtained from pre-process. 
With the support (occurrence frequency of an association rule) being 1%, three asso-
ciation rules are excavated out as shown in Table 7: 

Table 7.  Three Association Rules Mined From 454 Training Data 

Association Rule Confidence

Features Bug Fixing Solution 
ranges, compatibil-
ity, multiple 

Check CSS documents and know the difference be-
tween Firefox and IE. 

100%

install, rdf, extension (S1) Check JavaScript statements, such as string 
concatenation operation. 
(S2) Give meaningful warnings before installing add-
ons.

100%

update, mozilla, org In model layer, data is accessed or updated correctly. 57.14%
 

The second experiment increases data amount to include 575 bugs with 1,629 fea-
tures. With the support 1%, three association rules are quarried out. The result shows 
that the first association rule is replaced by a new one, because the support of the old 
rule doesn't increase with the bug total number whereas that of the new rule increases 
up to and over the support threshold, as a result, substituting the old one. Our future 
work will continue increasing the size of training data with high quality. 
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8   Conclusion and Future Work 

This paper uses data mining approaches to classify bug types and excavate debug 
strategy association rules for Web-based applications. Chi-square algorithm is used to 
extract features that properly characterize bugs of Web-based application; and SVM is 
used to model classifier, which achieves more than 70% of prediction accuracy on 
average in our experiments. Bug classification is useful for our future research on 
analysis of the relation between bug types and developer skills as well as bug fixing 
solutions. We use Apriori algorithm to excavate debug strategy association rules, 
which describe that with what kinds of bug features, what kinds of actions should be 
taken to handle the bugs. With 575 training data, three debug strategy association 
rules are unearthed. Our future work will collect more bug reports and bug fixing 
solutions to dig out more association rules. 
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Abstract. Fisher’s combined probability test is the most commonly
used method to test the overall significance of a set independent p-values.
However, it is very obviously that Fisher’s statistic is more sensitive to
smaller p-values than to larger p-value and a small p-value may over-
rule the other p-values and decide the test result. This is, in some cases,
viewed as a flaw. In order to overcome this flaw and improve the power of
the test, the joint tail probability of a set p-values is proposed as a new
statistic to combine and make an overall test of the p-values. Through
the development of a method and a practical application, this study re-
veals that the new method has plausible properties and more power.

Keywords: p-values, joint tail probability, combined probability test.

1 Introduction

The p-value is the probability of obtaining a value of the test statistic at least
as extreme as the one that was actually observed, given that the null hypothesis
is true. In many cases of statistical analysis, taking the p-values from a set of
independent hypothesis tests as statistics and combining their significance is re-
quired. There are several methods for combining p-values available, for example
Fisher’s combined probability test [1], minimum p-value test [2], sum p-value
method [3], [4], Wilkinson method [5], and inverse normal method [6]. There are
also some review and comparative studies of methods for combining p-values.
For example, Birnbaum [7], Littell and Folks [8], [9] and Berk and Cohen [10].
These studies essentially agree that Fisher’s method is generally best and effi-
cient among the methods mentioned above, however, none of the methods are
uniformly more powerful then the others and different methods are usually sen-
sitive in different pattern of outliers.
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Fisher’s statistic is Tfk = −2ln(Πk
i=1pi), while k is the number of p-values.

Since the statistic is a logarithm transformed product of p-values, it is more
sensitive to small p-value than large p-value. This property is viewed as a flaw
especially in certain applications [11]. Furthermore, Fisher’s statistic is actually
also a transformed joint tail probability of the p-values, because the p-values
are supposed from independent hypothesis tests. Therefore, we introduce and
discuss a slightly different statistic from Fisher’s for combining p-values, The
new statistic is defined as the joint tail probability of ordered p-values. The
value of Fisher’s statistic depends only on the product or geometric mean of a
set of p-values, no matter how alike or different between the individual elements.
Our statistic is different from this. To say there are two different sets of p-values
with the same product, in the first set of p-values all the elements have the same
value, in the second set of p-values the elements have different values, then the
the first set of p-values will be valued smaller than the second set of p-values
under our statistic. Therefore, we expect that testing on our statistic shows some
plausible properties and higher power.

2 Methods

Let’s start from the computation of our statistic for given p-values. Denote by
p1, p2, ..., pk k p-values from independent hypothesis tests. Let p[1] ≤ p[2] ≤ ... ≤
p[k] be the ordered k p-values and Vk the joint tail probability of the ordered k
p-values, Vk can be expressed by:

Vk = k!
∫ p[1]

0

∫ p[2]

x1

...

∫ p[k]

xk−1

dxkdxk−1...dx1 (1)

Let V0 =1 and Vj (j=1, 2,...,k) be the joint tail probability of p[k−j+1], p[k−j+2],
..., p[k], obviously V1 = p[k]. We can have:

Vj =
j∑

i=1

(−1)i−1

(
j
i

)
pi
[k−j+1]Vj−i (2)

Proof. When j = 1 equation (2) is correct, because it simply becomes V1 = p[k].
Suppose when j = n < k equation (2) stands. For j = n + 1, we have

Vn+1 = (n + 1)!
∫ p[k−n]

0

∫ p[k−n+1]

xk−n

...

∫ p[k]

xk−1

dxkdxk−1...dxk−n

and it can be written as:

Vn+1 = (n + 1)
∫ p[k−n]

0

(n!
∫ p[k−n+1]

0

...

∫ p[k]

xk−1

dxkdxk−1...dk−n+1)dxk−n

−(n + 1)
∫ p[k−n]

0

(n!
∫ xk−n

0

...

∫ p[k]

xk−1

dxkdxk−1...dk−n+1)dxk−n
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Making use of the definition of Vj and equation (2), we can have:

Vn+1 = (n + 1)p[k−n]Vn − (n + 1)
∫ p[k−n]

0

(
n∑

i=1

(−1)i−1

(
n
i

)
xi

k−nVn−i)dxk−n

On integration and simplification we have

Vn+1 =
n+1∑
i=1

(−1)i−1

(
n + 1

i

)
pi
[k−(n+1)+1]V(n+1)−i

Equation (2) is proved.
Hence for a given set of p-values, the value of our statistic can be computed re-

cursively by using equation (2). The computation starts with n=1 and increases
n by 1 for a new iteration until n=k. Vk as a statistic has its own probability
density function (p.d.f) and cumulative probability function (c.d.f). There are
two useful properties about Vk and its c.d.f F (x) = Pr(Vk ≤ x | null). First one
is obvious 0 ≤ Vk ≤ 1, because Vk is defined as joint tail probability of ordered
k p-values. The second is F (x) ≥ x, because the equation below:

k!
∫ 1− k

√
1−x

0

∫ 1

x1

...

∫ 1

xk

dxkdxk−1...dx1 = x (3)

In fact, let � be the collection of all the ordered p-value sets which satisfy
Vk ≤ x, then integration limits of the definite integral in the left hand side
of equation (3) pick out a subset � from the collection �. That is under null
hypotheses, the chance for a set of ordered p-values Po being a member of � is
Pr(Vk ≤ x|Po ∈ �) = x. Therefore, F (x) ≥ x stands.

Now we discuss the distribution function for our statistic. The simplest case is
when there are two p-values. Based on equation (2) and by some simplification,
the statistic can be formulated as:

V2 = 2p[1]p[2] − p2
[1] (4)

Based on equation (4), we can transfer V2 ≤ x for (0 ≤ x ≤ 1) into constraints
to p[1] and p[2]. The constraint of p[1] is obviously that:

0 ≤ p[1] ≤
√

x (5)

There are two different constants on p[2] when equation (5) is satisfied.

p[1] < p[2] ≤ 1 when 0 < p[1] ≤ 1−
√

1− x (6)

p[1] < p[2] ≤
x + p2

[1]

2p[1]
when 1−

√
1− x < p[1] ≤

√
x (7)
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Hence the cumulative distribution function of our statistic for k=2 can be worked
out through integrals below:

Pr(V2 ≤ x) = 2
∫ 1−√

1−x

0

∫ 1

x1

dx2dx1 + 2
∫ √

x

1−√
1−x

∫ x + x2
1

2x1

x1

dx2dx1 (8)

From equation (8) we have the c.d.f of our statistic for k=2.

F (x) = 1−
√

1− x + xln

√
x

1−
√

1− x
(9)

Hence we have its corresponding p.d.f:

f(x) = ln

√
x

1−
√

1− x
(10)

Due to V2 is the tail probability of given two ordered p-values and equation (9)
is its distribution function, replacing x in equation (9) with V2 produces actually
the extremity of a set of two ordered p-values. That is to put the value of V2

into equation (9), we directly get the p-value of testing on V2.
For k = 3, we have

V3 = 6p[1]p[2]p[3] − 3p[1]p
2
[2] − 3p2

[1]p[3] + p3
[1] (11)

Similarly, from equation (11) we can transfer V3 ≤ x into constraints to p[1],
p[2] and p[3] and formulate the probability distribution V3 as the sum of four
integrals:

F (x) = Pr(V3 < x) = I1 + I2 + I3 + I4 (12)

while I1 = 6
∫ b11
0

∫ 1

x1

∫ 1

x2
dx3dx2dx1, I2 = 6

∫ b12
b11

∫ b21
x1

∫ 1

x2
dx3dx2dx1, I3 =

6
∫ b12
b11

∫ b22
b21

∫ b31
x2

dx3dx2dx1, I4 = 6
∫ b13

b12

∫ b22
x1

∫ b31
x2

dx3dx2dx1.

while b11 = 1 − 3
√

1− x, b12 is solution of b3
12 −

3
2
b2
12 +

x

2
= 0 in [0,1],

b13 = 3
√

x, b21 = 1 −

√
1 +

x3
1 − 3x2

1 − x

3x1
, b22 =

1
2
(1 +

√
4x− x3

1

3x1
), b31 =

x + 3x1x
3
2 − x3

1

6x1x2 − 3x2
1

.

Due to there is no analytical solution for the integral I3, the computation of
F (V3) (the c.d.f of V3) cannot be done without numeric integration. This makes
the test on V3 complicate. Obviously, when the number of p-values k > 3, the test
on our statistic becomes more difficult. Therefore, how to test on our statistic
in a simple way is the problem should be first solved in the practical application
of our statistic.

A solution can be developed based on two properties of Vk which are 0 ≤
Vk ≤ 1 and Pr(Vk ≤ x | null) ≥ x. Denote by α the significance level and Vk,α

the critical value, then a power scale γk,α for Vk exists so that:

Pr(Vk ≤ Vk,α | null) = Pr(V γk,α

k ≤ α | null) = α (13)
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Table 1. γk,αvalues

k γk,0.01 γk,0.05 k γk,0.01 γk,0.05

1 1 1 16 0.4069 0.3452
2 0.762 0.7159 17 0.4016 0.3400
3 0.6602 0.5995 18 0.3970 0.3350
4 0.5982 0.5368 19 0.3929 0.3306
5 0.5560 0.4935 20 0.3890 0.3264
6 0.5244 0.4635 21 0.3852 0.3224
7 0.5023 0.4395 22 0.3816 0.3187
8 0.4848 0.4204 23 0.3783 0.3152
9 0.4697 0.4062 24 0.3749 0.3121
10 0.4569 0.3937 25 0.3715 0.3092
11 0.4460 0.3830 26 0.3682 0.3064
12 0.4365 0.3735 27 0.3647 0.3038
13 0.4276 0.3653 28 0.3615 0.3014
14 0.4201 0.358 29 0.3587 0.2992
15 0.4131 0.3514 30 0.3561 0.2971

Table 2. Simulated rejecting rate to null cases

k P ∗
0.01 CI of P ∗

0.01 P ∗
0.05 CI of P ∗

0.05

1 0.0117 (0.0095799, 0.013820) 0.0504 (0.048280, 0.052520)
2 0.0112 (0.0091257, 0.013274) 0.0517 (0.049626, 0.053774)
3 0.0086 (0.0067824, 0.010418) 0.0490 (0.047182, 0.050818)
4 0.0100 (0.0080400, 0.011960) 0.0516 (0.049640, 0.053560)
5 0.0110 (0.0089443, 0.013056) 0.0490 (0.046944, 0.051056)
6 0.0098 (0.0078597, 0.011740) 0.0449 (0.042960, 0.046840)
7 0.0097 (0.0077696, 0.011630) 0.0499 (0.047970, 0.051830)
8 0.0106 (0.0085821, 0.012618) 0.0508 (0.048782, 0.052818)
9 0.0094 (0.0074997, 0.011300) 0.0493 (0.047400, 0.051200)
10 0.0101 (0.0081302, 0.012070) 0.0513 (0.046861, 0.055739)

From equation (14) we have:

γk,α =
ln(α)

ln(Vk,α)
(14)

Based on equation (13) and (14), we can simplify the test as a simple com-
paring the power scaled our statistic with the significance level, if the critical
value Vk,α is available. Due to the c.d.f of Vk (when k ≥ 3) is not analytical,
we proposed to work out Vk,α using simulation technique and then get γkα from
equation (14). The simulation is simply drawing a large number N sets of p-
values from U(0, 1)k and computing Vk’s value from each set of them. Order
these values and take the one being ordered as N × α to be a realization of
Vk,α. The process is repeated M times then V̂k,α is valued by the mean of M
realizations.

Our simulation takes N =10000 and M=100, for k=3 to k=30, α = 0.05 and
α = 0.01, the results are shown in table 1. Where for k=1 and k=2 the power
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Fig. 1. Results from methods comparisons

scale is computed from the corresponding distribution function, therefore no
confidence interval is required.

A simulation of the application of the proposed technique is conducted for k
= 1,2, ..., 10 and α = 0.05. For each value of k, 10000 sets of p-values are drawn
from U(0, 1)k, then Vk is computed and it is power scaled by corresponding
γk,0.01 (and γk,0.05) so that to get V

γk,α

k . The V
γk,α

k with values smaller than α
are the null hypotheses should be rejected. For the cases in this simulation, the
expected rejecting rate is α. The simulated rates of rejection are shown in Table
2, which are very encouraging on comparing them with the corresponding α. We
plot the simulated c.d.f of the power scaled our statistic in Figure 1 subplot(a) for
α = 0.05. It shows that for all k = 1, 2, ..., 10, when x < 0.05, Pr(V γk,α

k ≤ x) < x
and Pr(V γk,α

k ≤ x) ) x. when x > 0.05, Pr(V γk,α

k ≤ x) > x.

3 Discussion

We expected our method has some plausible behaviors which pictures the differ-
ence from Fisher’s combined probability test, hence a comparison is made in this
section. Let ℘ contain all different sets of p-values whose products equal a given
value c ∈ (0, 1). Let Vk(℘) be collection of their corresponding values under our
statistic. Hance, a set of p-values whose all elements have the same value k

√
c

will be in ℘ and its corresponding value under our statistic will be the smallest
one in Vk(℘). On the other hand, if a set of p-values has the biggest variation
among their elements and belongs ℘, combining this set of p-values under our
approach, will produce the biggest value in Vk(℘).

When k=2, the two sets of p-values being the smallest and largest under our
statistic are correspondingly (

√
c,
√

c) and (1 −
√

(1 − c),1). We test them by
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Fisher’s method and ours. By changing c’s value we get three sets results, one is
from Fisher’s, the other two are from our method. They are illustrated in Figure
1 subplot (b). Similar work is done for number of p-values k=3, and the results is
shown in Figure 1 subplot (c). From the two subplots we can see that if two sets
of p-values are with the same value of product they are tested no difference under
Fisher’s test. However, the one which has smaller variation among their elements
will be tested with smaller p-values under our test. In another words, our method
is more sensitive to p-value sets which their elements are uniformly small. This
means our test are more plausible for testing where the null hypotheses are
commonly true in the k independent tests.

A simulation based comparison between Fisher’s with ours confirms the above
analysis. In the simulation, we suppose the variation is normally distributed, the
null hypothesis is that the original individual test statistic is with zero mean,
the alternative hypothesis is that the mean of the original test statistics moves
away from zero and the distance of the move is scaled by standard deviation.
We select the distance as 0.5 × d where d = 1, 2, ..., 8. The number of p-values
are 2, 5 and 10 respectively and the significance level α are 0.01 and 0.05 re-
spectively. The results shows our method is more powerful than Fisher’s. We
present the power gained by our method, compared to Fisher’s, in Figure 1
subplot(d).

Finally, we make two comparisons by using practical examples. The first is
a simple one which has been used by William Rice [11]. A biological study
were conducted twice in two different years respectively, and two p-values are
1/120 and 1 respectively. The product of he two p-values is 1/120 and using
Fisher’s method produces a p-values 0.049 which is significant at 0.05 level. Due
to the two element are extremely different, under our method the test results
shows it is not significant at 0.05. level, because the p-value from our test is
0.0538.

The second example is an microarray study on the effects of treating roach
with chemicals of three different concentrations 0.1 ng EE2/L, 1 ng EE2/L and
10 ng EE2/L. In the study, besides the three treatment groups, a control group
is also employed, and we use L0, L1, L2 and L3 to represent the groups from
control to highest level of treatment respectively. In addition, except L3 group
animals whose gender is not clear, the other three groups have both male and
female samples. A major outcome of the study is that the objects under highest
level treatment tend to be female like. Therefore, an interesting question is that
which genes expressed differently in common between the L3 subjects and other
samples. Let L3/L0, L3/L1 and L3/L2 denote the expression ratio on log2 scale,
then we want to know which genes are with significantly non zero values cross
the three parameters. Due to p-values (from two-side test) for three parameters
of each gene are available, both Fisher’s method and our method are used to find
such genes. Without loss generality, we simply take significance level α = 0.01.
The outcomes are that our method identified 2049 genes and Fisher’s method
identified 1831 genes. In the union of the two lists of genes, most of them are
identified by both method, however, still a considerable number of them are
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identified by only Fisher’s method or our method. The results also shows that
almost all the genes identified only by our test are genes whose three parameters
are not close to zero. In contrast, if a gene is only identified by Fisher’s methods,
at least one of its three parameters has a value closing to zero. This is evident
that our method performs better than Fisher’s.

4 Conclusion

The comparative study of our method with Fisher’s combined probability test
confirm our method has a plausible property and stronger power. The point is
shows by not only theoretical analysis, but also simulation results and application
to practical cases.

The computation required by the proposed method becomes more and more
intensive as the the increase of the number of p-values k. For very large k the
application of our method is not as easy as Fisher’s. Another problem is the
availability of probability distribution function when k> 3, we hope there is a
better way to get it in the future.
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Abstract. MLMS (Multiple Level Minimum Supports) model which uses mul-
tiple level minimum supports to discover infrequent itemsets and frequent item-
sets simultaneously is proposed in our previous work. The reason to discover 
infrequent itemsets is that there are many valued negative association rules in 
them. However, some of the itemsets discovered by the MLMS model are not 
interesting and ought to be pruned. In one of Xindong Wu’s papers [1], a prun-
ing strategy (we call it Wu’s pruning strategy here) is used to prune uninterest-
ing itemsets. But the pruning strategy is only applied to single minimum  
support. In this paper, we modify the Wu’s pruning strategy to adapt to the 
MLMS model to prune uninteresting itemsets and we call the MLMS model 
with the modified Wu’s pruning strategy IMLMS (Interesting MLMS) model. 
Based on the IMLMS model, we design an algorithm to discover simultane-
ously both interesting frequent itemsets and interesting infrequent itemsets. The 
experimental results show the validity of the model.  

1   Introduction 

Mining association rules in database has received much attention recently. Many 
efforts have been devoted to design algorithms for efficiently discovering association 
rules of the form A⇒B, whose support (s) and confidence (c) meet a minimum sup-
port (ms) threshold and a minimum confidence (mc) respectively. This is the famous 
support-confidence framework [2]. The rules of the form A⇒B have been studied 
widely since then, while the rules of the form A⇒¬B have only been attracted a little 
attention until recently some papers proposed that the rules of the form A⇒¬B could 
play the same important roles as the rules of the form A⇒B. The rules of the form 
A⇒¬B, which suggests that a customer may not buy item B after the customer buys 
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item A, together with the rules of the forms ¬A⇒B and ¬A⇒¬B, are called negative 
association rules (NARs) and the rules of the form A⇒B positive association rules 
(PARs) [1].  

Discovering infrequent itemsets is one of the new problems that would occur when 
we study NARs. The reason to discover infrequent itemsets is that there are many 
valued negative association rules in them. How to discover infrequent itemsets, how-
ever, is still an open problem. Theoretically, infrequent itemsets are the complement 
of frequent itemsets and the number of infrequent itemsets is too large to be mined 
completely. So in real application, some constraints must be given so as to control the 
number of infrequent itemsets in a moderate degree. The constraints to infrequent 
itemsets in different applications are different. MLMS (Multiple Level Minimum 
Supports) model [3], which is proposed in our previous work, can be used to discover 
infrequent itemsets and frequent itemsets simultaneously. The details about the 
MLMS model are mentioned in section 3.1. 

Another new problem is how to prune uninteresting itemsets because some item-
sets are not interesting. In one of Xindong Wu’s papers [1], a pruning strategy (we 
call it Wu’s pruning strategy here) which concerns the support, the confidence, and 
interestingness of a rule A⇒B is used to prune uninteresting itemsets. But the Wu’s 
pruning strategy is only applied to single minimum support. In this paper, we modify 
the Wu’s pruning strategy to adapt to the MLMS model to prune uninteresting item-
sets and we call the MLMS model with the modified Wu’s pruning strategy IMLMS 
(Interesting MLMS) model.  

The main contributions of this paper are as follows: 

1. We modify the Wu’s pruning strategy to adapt to the MLMS model. 
2. We design an algorithm Apriori_IMLMS to discover simultaneously both interest-

ing infrequent itemsets and interesting frequent itemsets based on the IMLMS 
model. 

The rest of the paper is organized as follows: Section 2 discusses the related works. 
Section 3 discusses the modified Wu’s pruning strategy and the algorithm Apri-
ori_IMLMS. Experiments are discussed in section 4. Section 5 is conclusions and 
future work. 

2   Related Work 

Negative relationships between two itemsets were first mentioned in [4]. [5] proposed 
a new approach for discovering strong NARs. [6] proposed another approach based 
on taxonomy for discovering PARs and NARs. In our previous work [7], we proposed 
an approach that can discover PARs and NARs by chi-squared test and multiple mini-
mum confidences. [8] proposed an approach to discover confined PARs and NARs. In 
[9], a MMS (multiple minimum supports) model was proposed to discover frequent 
itemsets using multiple minimum supports to solve the problems caused by a single 
minimum support, [10] proposed an approach of mining multiple-level association 
rules based on taxonomy information.  

These works, however, do not concentrate on discovering infrequent itemsets. 
There are many mature techniques to discover frequent itemsets, while few papers 
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study the approach of how to discover infrequent itemsets. In our previous work [11], 
a 2LS (2-Level Supports) model was proposed to discover infrequent itemsets and 
frequent itemsets, however, the 2LS model only used the same two constraints to 
divide the infrequent itemsets and frequent itemsets and did not prune uninteresting 
itemsets. In [1], the Wu’s pruning strategy was used to prune uninteresting itemsets, 
however, the constrains to infrequent itemsets and frequent itemsets are still a single 
minimum support.  

3   Mining Interesting Infrequent and Frequent Itemsets 

3.1   Review of the MLMS Model   

Let I={i1, i2,…, in} be a set of n distinct literals called items, and TD a transaction 
database of variable-length transactions over I, and the number of transactions in TD 
is denoted as |TD|. Each transaction contains a set of item i1, i2,…,im∈I and each trans-
action is associated with a unique identifier TID. A set of distinct items from I is 
called an itemset. The number of items in an itemset A is the length of the itemset, 
denoted by length(A). An itemset of length k are referred to as k-itemset. Each itemset 
has an associated statistical measure called support, denoted by s. For an itemset A⊆I, 
s(A)=A.count / |TD|, where A.count is the number of transactions containing itemsets 
A in TD. The support of a rule A⇒B is denoted as s(A∪B) or s(A ⇒B), where A, B ⊆ 
I ,and A∩B =Φ. The confidence of the rule A⇒B is defined as the ratio of s(A∪B) 
over s(A), i.e., c(A⇒B) = s(A∪B) / s( A). 

In the MLMS model, different minimum supports are assigned to itemsets with dif-
ferent lengths. Let ms(k) be the minimum support of k-itemsets (k=1,2,…,n), ms(0) be 
a threshold for infrequent itemsets, ms(1)≥ms(2)≥,…, ≥ms(n) ≥ ms(0)>0, for any 
itemset A, 

if s(A) ≥ms(length(A)), then A is a frequent itemset; and 
if s(A) < ms(length(A)) and s(A) ≥ ms(0), then A is an infrequent itemset. 

The MLMS model allows users to control the number of frequent and infrequent 
itemsets easily. The value of ms(k) can be given by users or experts.  

3.2   The Modified Wu’s Pruning Strategy  

The Wu’s pruning strategy uses different methods to prune uninteresting itemsets 
from frequent and infrequent itemsets. The following equations are used to prune 
uninteresting frequent itemsets. 

M is a frequent itemset of potential interest if 

fipi(M) = s(M) ≥ ms ∧ (∃A, B: A ∪ B = M ) ∧ fipis(A, B), (1) 

where      fipis(A, B) =(A∩B)=Φ ∧   f (A,B, ms, mc, mi) = 1, (2) 

f (A, B, ms, mc, mi) (3) 
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= ( ) ( ) ( , ) ( ) 1

| ( ) | | ( ) | | ( , ) | 1

s A B c A B interest A B ms mc mi

s A B ms c A B mc interest A B mi

∪ + ⇒ + − + + +
∪ − + ⇒ − + − +

, 

where interest(A,B) is a interestingness measure and interest(A,B)=|s(A∪B) - 
s(A)s(B)|, mi is a minimum interestingness threshold given by users or experts, and f () 
is a constraint function concerning the support, confidence, and interestingness of 
A⇒B . 

Since c(A⇒B) is used to mine association rules after discovering frequent itemsets 
and infrequent itemsets, here we replace f (A,B, ms, mc, mi) with f (A,B, ms, mi) as [1] 
did. 

From the equations 1-3 we can see that the Wu’s pruning strategy is only applied 
to single minimum support ms. Considering that there are different minimum support 
s ms(k) for k-itemsets in the MLMS model, we must modify the Wu’s pruning strat-
egy by replacing corresponding variables as follows.  

M is a frequent itemset of potential interest in the MLMS model if 

fipi(M) = s(M) ≥ ms(length(M)) ∧ (∃A, B: A ∪B = M ) ∧  fipis(A, B ) , (4) 

where    fipis(A, B) = A∩B =Φ ∧   f (A,B, ms(length(A∪B)), mi) = 1, (5) 

f (A, B, ms(length(A∪B)), mi) 

=
( ) ( , ) ( ( ( )) ) 1

| ( ) ( ( )) | | ( , ) | 1

s A B interest A B ms length A B mi

s A B ms length A B interest A B mi

∪ + − ∪ + +
∪ − ∪ + − +

 . 

 

(6) 

Equations 4-6 can be used to prune uninteresting frequent itemsets in the MLMS 
model. As for pruning uninteresting infrequent itemsets in the MLMS model, we can 
not use the methods of pruning uninteresting infrequent itemsets in the Wu’s prun-
ing strategy because the constraints to infrequent itemsets in the MLMS model and in 
[1] are different. Fortunately, according to the above discussion, we can get the fol-
lowing equations by modifying the equations 4-6. 

N is an infrequent itemset of potential interest if 

iipi(N) = s(N) < ms(length(N)) ∧ s(N) ≥ ms(0) ∧ 

   (∃A, B: A ∪ B = N ) ∧ iipis(A, B), (7) 

where           iipis(A, B) = A∩B =Φ∧  f (A,B, ms(0), mi) = 1, (8) 

f (A, B, ms(0), mi) =
 

( ) ( , ) ( (0) ) 1

| ( ) (0) | | ( , ) | 1

s A B interest A B ms mi

s A B ms interest A B mi

∪ + − + +
∪ − + − +

 . (9) 

The IMLMS model is to use equation 4 -9 to prune the uninteresting frequent item-
sets and the uninteresting infrequent itemsets discovered by the MLMS model. 
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3.3   Algorithm Design 

Algorithm Apriori_IMLMS 
Input: TD: Transaction Database; ms(k)(k=0,1,…,n): 

minimum support threshold;  
Output: FIS: set of interesting frequent itemsets;inFIS: 

set of interesting infrequent itemsets; 
(1) FIS=Φ; inFIS=Φ; 
(2) temp1 = {A|A∈1-itemsets,s(A)≥ms(0)}; 
FIS1 = {A|A∈temp1 ∧ s(A)≥ms(1)};  
inFIS1 = temp1-FIS1; 

(3) for (k=2;tempk�1≠Φ;k++) do  
begin  
(3.1) Ck = apriori_gen(tempk�1, ms(0)); 
(3.2) for each transaction t∈TD do  

begin 
/*scan transaction database TD*/ 
Ct=subset(Ck, t); 
for each candidate c ∈ Ct 
 c.count++;  

 end 
(3.3) tempk = {c|c∈Ck  (c.count/|TD|)≥ms(0)}; 

FISk = {A|A∈tempk  ∧ A.count/|TD|≥ms(k)};  
inFISk = tempk – FISk； 

(3.4) /*prune all uninteresting k-itemsets in FISk */ 
for each itemset  M in FISk do  
    if NOT (fipi(M)) then 
  FISk =FISk – { M } 

(3.5)/*prune all uninteresting k-itemsets in inFISk */ 
for each itemset N in inFISk do  
     if NOT (iipi(N)) then 
  inFISk =inFISk – { N } 

end 

(4) FIS = ∪FISk; inFIS = ∪inFISk; 
(5) return FIS and inFIS; 
 

The algorithm Apriori_IMLMS is used to generate all interesting frequent and in-
teresting infrequent itemsets in a given database TD, where FIS is the set of all inter-
esting frequent itemsets, and inFIS is the set of all interesting infrequent itemsets. 
There are four kinds of sets: FISk, inFISk, tempk and Ck. Tempk contains the itemsets 
whose support meets the constraint ms(0). Ck contains the itemsets generated by the 
procedure apriori_gen. The procedure apriori_gen is the same as the procedure in 
traditional Apriori [2] and is omitted here. The main steps of the algorithm Apri-
ori_IMLMS are the same as the Apriori_MLMS except steps (3.4) and (3.5). 

In step (3.4), if an itemset M in FISk does not meet fipi(M), then M is an uninterest-
ing frequent itemset, and is removed from FISk . In step (3.5), if an itemset N in inFISk 
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does not meet iipi(N), then N is an uninteresting infrequent itemset, and is removed 
from inFISk. 

3.4   An Example  

The sample data is shown in Table 1. Let ms(1)=0.5，ms(2)=0.4，ms(3)=0.3，
ms(4)=0.2 and ms=0.15. FIS1, FIS2, inFIS1, and inFIS2 generated by the MLMS model 
are shown in Table 2, where the itemsets with gray background are infrequent item-
sets with non background are frequent itemsets and the itemsets.  

 
 
Take FIS2  ={ BD, BC }and inFIS2={AB,AC,AD,BF,CD,CF,AE,AF,CE,DF} for 

example. Suppose mi=0.05. The results are shown in Fig. 1. 

 
f (B, D, ms(length(B∪D)), mi) 
= 0.6 0.18 (0.4 0.05) 1

| 0.6 0.4 | | (0.18 0.05 | 1

+ − + +
− + − +

=1 
f (B, C, ms(length(B∪C)), mi) 
= 0.4 0.02 (0.4 0.05) 1

| 0.4 0.4 | | 0.02 0.05 | 1

+ − + +
− + − +

<1 

f (A, B, ms(0), mi)= 0.3 0.05 (0.2 0.05) 1

| 0.3 0.2 | | 0.05 0.05 | 1

+ − + +
− + − +

=1 

f (A, C, ms(0), mi)= 0.3 0 (0.2 0.05) 1

| 0.3 0.2 | | 0 0.05 | 1

+ − + +
− + − +

<1 

f (A, D, ms(0), mi)= 0.3 0 (0.2 0.05) 1

| 0.3 0.2 | | 0 0.05 | 1

+ − + +
− + − +

<1 

f (B, F, ms(0), mi)= 0.3 0.05 (0.2 0.05) 1

| 0.3 0.2 | | 0.05 0.05| 1

+ − + +
− + − +

=1 

f (C, D, ms(0), mi)= 0.3 0.06 (0.2 0.05) 1

|0.3 0.2| | 0.06 0.05| 1

+ − + +
− + − +

=1 

f (C, F, ms(0), mi)= 0.3 0 (0.2 0.05) 1

| 0.3 0.2 | | 0 0.05 | 1

+ − + +
− + − +

<1 

f (A, E, ms(0), mi) = 0.2 0.05 (0.2 0.05) 1

| 0.2 0.2| | 0.05 0.05| 1

+ − + +
− + − +

 =1 

f (A, F, ms(0), mi) = 0.2 0.05 (0.2 0.05) 1

| 0.2 0.2| | 0.05 0.05| 1

+ − + +
− + − +

 =1 

f (C, E, ms(0), mi) = 0.2 0.02 (0.2 0.05) 1

| 0.2 0.2 | | 0.02 0.05| 1

+ − + +
− + − +

 <1 

f (D, F, ms(0), mi) = 0.2 0.1 (0.2 0.05) 1

| 0.2 0.2 | | 0.1 0.05 | 1

+ − + +
− + − +

 =1 

Fig. 1. The results of calculation for the itemsets in FIS2 and inFIS2 

BC is not interesting, and therefore is removed from FIS2. AC, AD, CF, CE are not 
interesting, and therefore are removed from inFIS2.  Other itemsets can be analyzed in 
the same way. 

Table 2. FIS1, FIS2,inFIS1, and  inFIS2 gener-
ated by the MLMS model from the data in 
table 1 

1-itemsets 2- itemsets 
 s(*)   s(*)  s(*) 
A 0.5  BD 0.6 CD 0.3 
B 0.7  BC 0.4 CF 0.3 
C 0.6  AB 0.3 AE 0.2 
D 0.6  AC 0.3 AF 0.2 
E 0.3  AD 0.3 CE 0.2 
F 0.5  BF 0.3 DF 0.2 

Table 1. Sample Data 

TID itemsets 
T1 A, B, D 
T2 A, B, C, D 
T3 B, D 
T4 B, C, D, E 
T5 A, C, E 
T6 B, D, F 
T7 A, E, F 
T8 C, F 
T9 B, C, F 
T10 A, B, C, D, F 
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4   Experiments 

The real dataset records areas of www.microsoft.com that each user visited in a one-
week timeframe in February 1998. Summary statistical information of the dataset is: 
32711 training instances, 5000 testing instances, 294 attributes and the mean area 
visits per case is 3.0 (http://www.cse.ohio-state.edu/~yanghu /CIS788_dm_proj.htm# 
datasets).  

 
Table 3. The number of the interesting inFISand 
the interesting FIS with different mi.(ms(1) 
=0.025, ms(2)=0.02, ms(3)=0.017, ms(4)=0.013, 
ms(0)=0.01)  

mi k=1 k=2 k=3 k=4 Total
FIS - 37 24 3 640 inFIS - 43 40 3 86 150

FIS - 30 24 3 570.005 inFIS - 21 38 3 62 119

FIS - 23 21 3 470.01 inFIS - 7 8 1 16 63

FIS - 20 13 1 34
0.015

inFIS - 0 0 0 0
34

 

 
Table 3 shows the number of the interesting infrequent itemsets and the interesting 

frequent itemsets with different mi when ms(1)=0.025, ms(2)=0.02, ms(3)=0.017, 
ms(4)=0.013, and ms(0)=0.01. From table 3 we can see that the total number of FIS is 
64,57,47,34, and total number of inFIS is 86,62,16,0 when mi=0, 0.005, 0.01, 0.015 
respectively. With mi increasing, the total number decreases obviously. Figure 2 illus-
trates these changes. Table 3 also gives the number of FIS and inFIS in different k. 
These data show that fipi(M) and  iipi(N) can efficiently prune the uninteresting item-
sets in the IMLMS model, i.e., the modified Wu’s pruning strategy can efficiently 
work on the MLMS model. 

5   Conclusions and Future Work 

When we study negative association rules, infrequent itemsets become very important 
because there are many valued negative association rules in them. In our previous 
work, a MLMS model is proposed to discover both infrequent itemsets and frequent 
itemsets. Some of the itemsets, however, are not interesting and ought to be pruned. 
In this paper, a new model IMLMS is proposed by modifying the Wu’s pruning strat-
egy to adapt to the MLMS model to prune the uninteresting itemsets. An algorithm 
Apriori_IMLMS is also proposed to discover simultaneously both interesting frequent 
itemsets and interesting infrequent itemsets based on the IMLMS model. The experi-
mental results show the validity of the model.  
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For future work, we will work on finding interesting infrequent itemsets with some 
new measures and use some better algorithms than Apriori, FP-growth, for example, 
to discover infrequent itemsets and frequent itemsets. 
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Abstract. One of the solutions of retrieving information from the Internet is by 
classifying web pages automatically. In almost all classification methods that 
have been published, feature selection is a very important issue. Although there 
are many feature selection methods has been proposed. Most of them focus on 
the features within a category and ignore that the hierarchy of categories also 
plays an important role in achieving accurate classification results. This paper 
proposes a new feature selection method that incorporates hierarchical informa-
tion, which prevents the classifying process from going through every node in 
the hierarchy. Our test results show that our classification algorithm using hier-
archical information reduces the search complexity from n to log(n) and in-
creases the accuracy by 6.2% comparing to a related algorithm.  

Keywords: text learning, web page classification, category hierarchy, feature 
selection. 

1   Introduction 

The World Wide Web is growing at a great speed but the documents in the Web do 
not form a logical organization and inevitably making the manipulation and retrieval 
difficult. The need for mechanisms to assist in locating relevant information becomes 
more and more urgent. One of the solutions to assist in retrieving documents on the 
Web is provided by classified directories [1]. However, current systems, such as Ya-
hoo [2] still require human labor in doing the classification. Whether manual classifi-
cation is able to keep up with the growth of the Web remains a question. First, manual 
classification is slow and costly since it relies on skilled manpower. Second, the con-
sistency of categorization is hard to maintain since different human experiences are 
involved. Finally, the task of defining the categories is difficult and subjective since 
new categories emerge continuously from many domains. Considering all these prob-
lems, the need of automatic classification becomes more and more important.  

Although there are many automatic classification algorithms and systems[1,3,4] that 
have been proposed, most of them focus on the classifier itself and ignore the hierarchy 
of categories also plays an important role in achieving  accurate classification results. 
The algorithm, unlike others, considers the hierarchical structure information for im-
proving the classification accuracy. The core of the algorithm is a hierarchical classifi-
cation technique that assigns a web page to a category. One of the most important 
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issues in text classification is deciding document representation. In order to be classi-
fied, each document should be turned into a certain machine comprehendible format.  
In order to achieve the hierarchical classification goal, this paper proposed a new fea-
ture selection method to incorporate the feature as well as the structure of the hierarchy 
into the document representation. 

2   Related Research 

Text learning is a machine-learning method on text data that also combines informa-
tion retrieval techniques and is often used as a tool to extract the true content of text 
data. The product of any text learning process is a machine-readable form of a given 
document, which is called its document representation. A common and widely used 
document representation in the information retrieval and text learning area is the bag-
of-words text document representation, the idea of which is found in Koller and Sa-
hami [5] and Lang [6]. One of the drawbacks of this document representation is that 
word order and text structure are ignored.  Many experiments have been done to im-
prove the performance of the text document representation. For example, Mladenic 
[7] extended the bag-of-words representation to a bag-of-features representation. She 
defined the features of a text document as a word or a word sequence. Chan [8] also 
suggested that using word sequences other than single words is a better choice. The 
goal of using word sequences as features is to preserve the information left out of the 
bag-of-words. This representation, which is also called “feature vector representation” 
in Chan [8], uses a feature vector to capture the characteristics of the document by an 
“n-gram” feature selection, which extracts word sequences with i consecutive words 
from the entire document during the i-th run, and the range of i is from 1 to n. 

Automatic text document classification is the task of assigning a text document to 
the most relevant category or several relevant categories by using computers. In in-
formation retrieval, TFIDF (Term Frequency–Inverse Document Frequency) classifi-
cation algorithm is well studied [9]. Based on the document vector model, the dis-
tance between vectors is calculated by the cosine of the angle between them for the 
purpose of classification. Joachims [10] analyzed the TFIDF classifier in a probabilis-
tic way based on the assumption that the TFIDF classifier is as explicit as the Naïve 
Bayes classifier. Other more sophisticated classification algorithms and models were 
proposed including: multivariate regression models [11], nearest neighbor classifiers 
[12], Bayesian classifiers [13], decision tree [13], Support Vector Machines [4]. Tree 
structures appear with all of these systems. Some proposed systems focus on classifi-
cation algorithms to improve the accuracy of assigning testing documents to related 
catalogs [10], while others go even further by taking the classifier structure into  
account [5]. 

3   Classification by Using Hierarchical Feature Selection 

In this section, we started with a well-grained text-learning method modified from 
normal N-gram selection  which is used to extract more appropriate useful features 
from documents. Then a new classification algorithm using hierarchical feature selec-
tion is discussed.  



454 X. Peng, Z. Ming, and H. Wang 

3.1   Well-Grained Text-Learning Method 

To extract appropriate features from documents, we incorporate two additional steps 
that are ignored by most known feature extraction methods. The first step is segment-
ing the whole document into smaller text units. A text unit can be a sentence or part of 
a sentence. The second step is to assign different weights to the text unit. We realize 
that not all the text units are equally important. The content, HTML tags, and URL of 
a text document might help in deciding a correct importance rate on different text 
units and enabling the acquisition of a better document representation.  

In order to segment a document to smaller units, we analyze the entire document 
and find all the delimiters such as ‘,’ ‘.’ ‘!’  ‘?’ ‘”’ ‘:’ ‘;’ and other delimiting symbols 
except spaces. Then, the text between two delimiters is considered as a text unit. In 
this way, a document is turned into a number of smaller text units. Segmenting the 
document will reduce the number of word sequences when applying the n-gram selec-
tion because the words separated by a delimiter will not be combined to form a word 
sequence. The second advantage is that segmenting the document will reduce unre-
lated words.  For example, a sentence fragment like “…spiders are known world 
wide. The web of different kinds of spiders…” might contribute a word sequence 
“World Wide Web” after removing stop word “the” and applying 3-gram feature 
selection technique on the entire sentence. The problem is obvious that the topic of 
the document is about insects and has nothing to do with the World Wide Web. 

Table 1. Different Weights of Text Units 

Text unit type Weight  Text unit type Weight  
Normal body text 1 <title> 4 
First and last paragraph of a document 2 <H1> 2 
Beginning sentence of a paragraph 2 URL 4 
Sentences with bonus words  and indica-
tor phrases as pointed out in Paice [13] 

3 <EM> 2 

<Meta > 3 <Strong> 3 

 
After the document is segmented to smaller text units, we need to recognize differ-

ent levels of importance between text units. A text unit is considered to be more  
important in a text document, meaning that it can describe the main topic of the docu-
ment better. For example, the text units within the title line are usually considered 
more important than those text units in the normal body text.  The common way to 
specify different importance of text units is by assigning higher weights to text units 
that are more important. Several different sources of information within the text 
document itself will help with assigning weights to different text units in a text docu-
ment.  To be more specific, the information from document context, HTML tags, and 
URLs are three major information sources that can be used to determine the weights 
for text units. We analyze the text document and assign different weights listed in 
Table1. according to different types of text units. 
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3.2   Extracting Category Information 

The first step of a classification system is to define the categories. If categories are 
regarded as separated nodes, a document representation for each category should be 
decided. The characteristics of each category are represented as a “bag of words” or a 
feature list based on the text-learning method described above. If categories are ar-
ranged in a hierarchical tree structure, say each tree node represents one category and 
a child note of any given node represents a subcategory under the given node, the 
hierarchical information should be also taken into consideration using the step that 
follows. 

3.3   Capturing Hierarchical Information 

Tree structures are used extensively nowadays to depict all kinds of taxonomic infor-
mation. In this kind of application on a tree structure, the child node is a subdivision 
of the parent node, which usually represents information that is more general. Then, 
the information in the child node should also be considered as part of the information 
of the parent node because of the parent-child relationship. For example, if the parent 
node is “fruit,” then one of the children nodes can be “apple” because “apple” is a 
subdivision of “fruit.” Then the information “green apple” existing in the “apple” 
node should also be considered as information of the “fruit” node since “green apple” 
is a “fruit.”  

If the presence of the information in a child node can be represented by an original 
weight, then one way to present the existence of this information in the parent node is 
to assign a scale factor to the original weight and propagate it to the parent node. The 
scale factor reflects the parent-child relationship. If an original weight is in each tree 
node of a tree structure, then the propagated weight in the tree structure, which con-
tains the hierarchical information, can be estimated by propagating all the original 
weights following the parent-child relationships from the leaf nodes to the root. The 
value is called the propagated weight of the tree and is assigned to the root of the tree 
structure.  

Many existing category structures are unbalanced hierarchical structures. In order 
to ensure the actual containment relation, the feature information of a category is 
propagated upward from leaf nodes to the root node of our classification tree. For 
example, Mladenic [14] studied Yahoo unbalanced structure and proposed an algo-
rithm for featuring propagation. The algorithm takes care of the structure of the tree 
hierarchy. As proposed in [14], with a tree T rooted at node N having k sub-trees 
(SubTi (i=1…k)), we can calculate the probability for a feature w belonging to a category 
after propagation as follow: 

∑
=

+

=
k

i

TNPNwPTSubTiPSubTiwP

TwP

1

)|(*)|()|(*)|(

)|(

 
Where P(w|T) is the propagated feature probability given tree T and P(w|N) is the 
probability of the feature w in the node N before the propagation, which can be calcu-
lated by dividing the particular term frequency by the total term frequency. P(SubTi|T) 
and P(N|T) are  the weight factor of the sub-tree SubTi given tree T and the probabil-
ity of current node given tree T.  
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In the generated classification tree (from stage 1), each node represents a category 
by a feature list. The propagated feature list is generated by adding the original feature 
list of the current node and all the propagated feature lists of the sub-categories and by 
assigning different weights. By propagating in this way, the feature list captures the 
characteristics of a sub-tree rooted in the current node rather than in an isolated  
category set. 

3.4   Selecting Good Features for Category 

What really contributed in distinguish between categories are those features in a cate-
gory that are much less likely exist in other categories. We call these features as 
“good features”. Because of the feature propagation, these good features will be 
weighted and propagated upwards and become the features of the parent category. In 
this case, by tracing these features it is easy to locate the correct category. Due to this 
reason, following a path with higher weited sum of good features, we can find the 
destination. This phenomenon provides a foundation for our single path classification 
algorithm. 

The goal of our feature selection is to compare the features in a node to its sibling 
nodes and try to distinguish the good features. In order to do this, we take advantage 
of the feature propagation and use the features of the parent node as negative exam-
ples to determine a ranking. After propagation, each propagated feature probability is 
actually the weighted sum of the same feature probability from the sub-trees and the 
current node itself. We proposed the following formula for determining the “unique-
ness ranking” Rc(w) of a feature w of a category c.   

Rc(w)= P(SubTc|T)*P(w|c)/P(w|parent)  

Where c is the current node and parent is the parent node of c. P(SubTc|T) is the 
weight factor that assigned to node c when it is propagated to the parent. If a feature is 
unique in one node, it is the only source that can propagate to the parent feature list. 
In this case, we get the maximum value of the formula, which is 1. The unique fea-
tures will be considered as key features that differentiate the node from its siblings 
and forms the basis for our single path traversal algorithm.  

3.5   Classifying in a Single Path 

Text classification requires the use of a classifier to assign a similarity values to a 
document for each category. A global maximum value is considered the correct place 
to hold the document. Most automatic classification researches concentrated on the 
global search algorithm. They treat all categories in a flat structure when trying to find 
the maximum. It follows that in order to find the category with the greatest value, it is 
necessary to compare all the categories. 

In the tree structure that we have configured, we claim that traveling one path is 
sufficient to achieve this goal. If there are N categories in the tree, the complexity 
of searching all categories is θ(N), but by our single path algorithm it is merely 
θ(log (N)). 
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The first step of the single path traversal is to discriminate sibling nodes in each 
level and find a correct path for the incoming web page. In order to determine the 
discriminating probability for each node, we only consider the nodes at each level and 
apply the PrTFIDF formula described in section 2 on the features with a ranking of 1 
of the category information using the formula mentioned in section 3.4, which indi-
cate a unique feature. At each level, we chose the node with the maximum discrimi-
nating probability as the starting point for the next iteration.  Recursively applying 
this rule creates a path from the root of the tree to one of the leaf nodes.  

Then following this path we apply the PrTFIDF classifier again using all the fea-
tures of the nodes belonging to the path, to get the actual probability for the page with 
categories within this path. By picking the node along the classification path with 
maximum actual probability value, we determine the candidate category for the page. 

4   Experiments and Results 

To test the performances of the single path traversal, we design a experiment as fol-
low.  The root of our category hierarchy is set to Yahoo /Science/Engineering/, one of 
the sub-categories of Yahoo’s classification tree[2]. We also chose the categories that 
are strictly following the levels of this root category; that is, we eliminated those cate-
gories that either go to another root category or do not follow the level structure. As 
we have noticed, many of the outgoing URLs in Yahoo are not accessible. Our expec-
tation is that it will somewhat reduce the number of outdated outgoing URLs and 
provide enough testing examples for our system. We also ignored the categories with 
less than 20 unique features after feature selection as stated in section 3.4. 

Considering processing time for testing purposes, we direct our program in getting 
the category information of three levels in the Yahoo “Science/Engineering” sub-tree.  
Labrou and Finin [15] compared several different ways in describing the category 
information and the web page information. By their experiments, they pointed out 
that, the best way of describing category was entry summaries and entry titles; corre-
spondingly the best choice of web page description (called entry in their paper) was 
the entry summaries. Because of this, when generating the category information, we 
use summaries that are generated by man power and already there in Yahoo website, 
instead of using the actually website contents to generate the category information 
tree.  

The testing examples of our system are actual website contents whose URLs are 
taken from three levels of the Yahoo sub-tree rooted in “Science/ Engineering.” Some 
non-text format paged associated with the URLs cannot yet be classified, for example, 
jpeg, swf, and gif files. We only use the URLs whose pages having more than 70 
unique features after our well grain 3-gram feature extraction and these URLs are 
called “good” URLs. 

In order to test the accuracy of single path algorithm, we compare the actual classi-
fication results of the single path algorithm to the one that searches all categories 
(thorough search) using the same classifier. We randomly selected 464 of all the web 
pages with good URLs in Yahoo “Science/Engineering” tree as testing web pages, we 
compare the two algorithms by the accuracy and the effectiveness, and the result is 
shown in Table 2.  
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By the results, we can see that the two algorithms have the same result is more than 
73% of all testing cases, of which 333 are correctly predicted and only 6 are wrong. In 
different classification results, 58 are correctly predicted by sigle path comparing to 
30 by thorough search. By calculating the correct rate, even most of the branches of 
the tree are ignored, the single path classification still has an accuracy of 84.52%, 
which outperforms by more than 6.2% the accuracy that was achieved by the thor-
ough search algorithm. From these results, we can see the advantage of classifying in 
a single path. 

Table 2. Results of comparing two algorithms 

Same classification results by two algorithms 
Correct results Wrong results 
333 6 
Different classification results 
Correct results by 
Single path algorithm 

Correct results by thor-
ough search algorithm 

Wrong results either by 
single or thorough search 

58 30 37 

5   Conclusion 

In this paper, we describe an approach to select features utilizing the class hierarchies 
as well as a classification system for improving text classification. The single path 
classification algorithm, in the hierarchical classification module, reduces the compu-
tational expense compared to the thorough search algorithm that is used by most of 
the existing classification algorithms. By distinguishing the siblings, the algorithm 
recognizes a correct path containing the destination category. The algorithm is suc-
cessful not only in saving computational resources but even improving the correct hits 
to a higher percentage. Our experiment also shows that because of the diversity of 
contents of the pages, the thorough search algorithm sometimes cannot tell the key 
information from the common information since it treats all the information equally. 
The single path algorithm avoids this problem by only considering unique features in 
discriminating siblings. Our experiments support that the single path algorithm is 
more competent both in time and in accuracy. 
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Abstract. Association rule mining is a data mining technique used to find inter-
esting associations between items in a transaction database. Well known algo-
rithms for association rule mining include Apriori and FP-tree. Apriori is a level 
wise algorithm and works by scanning the database multiple times. In an at-
tempt to optimize the performance of Apriori, many variations of basic Apriori 
algorithm have been proposed. These variations exploit different approaches in-
cluding reducing the number of database scans performed, using special data 
structures, using bitmaps and granular computing. Majority of these approaches 
are improvements in implementation of the same basic algorithm. In this paper 
we propose the RSO (Reduced Set Operations) algorithm, based on reducing 
the number of set operations performed. RSO is an algorithmic improvement to 
the basic Apriori algorithm; it is not an implementation improvement. Our 
analysis shows that RSO is asymptotically faster than Apriori. Experimental re-
sults also validate the efficiency of our algorithm. 

1   Introduction 

Data Mining has been defined as “The process of employing one or more computer 
learning techniques to automatilly analyze and extract knowledge from data” [1]. 
Data mining methods include clustering, prediction, estimation, outlier analysis and 
association rule mining. Association rule mining (ARM) may be used to identify sets 
of items that often occur together. An example of such an association rule might be 
that 90% of customers who purchased computer also purchased printer.  

Some well known algorithms for ARM include AIS [2], SETM [3], Apriori [4], 
Apriori TID [4], Apriori Hybrid [4], and FP-tree [5]. Researchers have used various 
techniques to improve the speed of ARM task [6]-[13]. These approaches have been 
categorized by [14] as: (a) Reducing number of passes over database. (b) Sampling 
the database. (c) Adding extra constraints on the structure of patterns. (d) Through 
parallelization. 

Our approach is different from the above methods. We have proposed an algorithm 
called RSO (Reduced Set Operations) based on the idea of reducing number of set 
operations needed during mining process. Our approach is general and can be com-
bined with most of the existing enhancements to Apriori. The asymptotic analysis 
given in Section 3 and experimental results given in Section 4 show that RSO is faster 
than Apriori. 
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Rest of the paper is organized as follows. Background of ARM and Apriori are dis-
cussed in Section 2. Section 3 contains RSO and its running time analysis. Experi-
mental results are presented in section 4. Finally we present conclusions in Section 5. 

2   Background 

We describe ARM and Apriori briefly in this section. For details the reader may refer 
to [14] and [15]. 

Let I={i1, i2, i3, … ,in}be a set of items. A transaction T is a subset of I and a trans-
action database DB is a set of transactions. If X⊆I and |X|=k then X is called a k-
itemset. If X is an itemset then the number of transactions containing X is called sup-
port of X. If X is an itemset and support of X is greater than a predefined minimum 
support threshold (minsup) then X is called a frequent itemset. If X⊆I, Y⊆I and 
X∩Y=φ then an implication of the form X⇒Y is an association rule. 

)(  )( YXofSupportYXSupport ∪=⇒
XofSupport

ofSupport
YXConfidence

  

Y)(X  
)(

∪=⇒  

An association rule is said to be interesting if its support and confidence are above 
some user defined thresholds. Since confidence and support of an association rule can 
be calculated from support of itemsets included in the rule, therefore main task of 
ARM is to calculate support of itemsets.  

Number of all possible itemsets is exponentially large, so counting support for all 
of them is intractable. We need some algorithm that only considers a reasonable num-
ber of itemsets and still possesses completeness. 

Apriori [2] is an algorithm that does not need to consider every possible itemset to 
find all frequent itemsets. To reduce the potential number of itemsets to consider, it 
uses the apriori property. According to apriori property an itemset cannot be frequent 
if any of its subsets is not frequent. Once we know that a certain itemset is not fre-
quent we can ignore all its supersets. Apriori is a level wise algorithm. It first finds 
frequent 1-itemsets by scanning the database, then frequent 2-itemsets by again scan-
ning the database and continues until no further frequent itemsets are found. 

Let the set of frequent itemsets of size k−1 be denoted by Fk−1. Apriori first finds 
candidate (potentially frequent) itemsets of size k, denoted by Ck, from Fk−1. Genera-
tion of Ck using Fk −1 consists of two steps namely join and eliminate. Two sets are 
joined if they have same elements except the last. Thus joining any two sets of size 
k−1 produces a set of size k. The generated set is included in Ck only if all of its sub-
sets are frequent. 

Fiqure 1 presents the pseudo code for the Apriori algorithm, as given in [2]. Since 
our work involves improvements to the AprioriGenerate function; we will analyze the 
complexity of this function only. For simplicity we will consider a single set opera-
tion like testing two sets for equality, joining two sets or generating a subset of a 
given set as the basic cost unit. Suppose |Fk−1|=n 

HasInfrequentSubsets: - Line 1: k times because C will have k subsets of size k−1. 
Line 2: n times since it is searching for s in Fk−1 and |Fk−1|=n. Total cost=n× k. 
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1. C1←{candidate 1-itemsets} //all 1-itemsets are considered as candidates 
2. F1←{c∈C1 | c.count≥minsupp}//remove infrequent candidates 
3. for (k←2; Fk−1≠φ; k++)/repeat until no more frequent itemsets are found 
4.      Ck←AprioirGenerate(Fk−1) 
5.      for each transaction t∈D 
6.           Ct←Subsets (Ck, t)//get subsets that are candidates 
7.           for all candidates c∈Ct 
8.                c.count++ 
9.      end 
10.      Fk←{c∈Ck | c.count≥minsupp}//remove infrequent candidates 
11. end 
12. return F←UkFk 

AprioriGenerate(Fk−1) 
1. for i←1 to | Fk−1| 
2.      for j←1 to | Fk−1| 
3.           if JoinAble(Fk−1[i], Fk−1[j] ) 
4.                C←Fk−1[i] UFk−1[j]  
5.                if HasInfrequentSubsets(C) 
6.                     delete (C) 
7.                else Ck.add(C) 
8. return Ck 

HasInFrequentSubsets(C) 
1. for each k−1 subsets s of C 
2.      if s ∉ Fk−1 
3.           return true 
4. return false 

 

 

Fig. 1. Pseudo code for Apriori 

Joinable: - It is a single set operation so its cost is constant. 

AprioriGenerate. Line 1, 2: n times. Line 3, 4: constant time. Line 5: n× k times. Line 
6, 7: constant time (One of them will execute). Line 8: constant time.  

Total cost of Apriori Generate = ( ) ( )knOnk
n

i

n

j

3

1 1

1111 =++++∑∑
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3   RSO Algorithm 

Majority of improvements in Apriori made by other researches are implementation 
improvements; the basic algorithm remains the same. We have changed the basic al-
gorithm itself. The idea behind RSO is general and can be combined with most of the 
other approaches to improve the performance of Apriori. The RSO algorithm that we 
propose works by reducing the number of set operations required. 

In the discussion that follows we assume that all itemsets and sets of itemsets are 
sorted lexicographically. If 1-itemsets are kept sorted then AprioriGenerate function 
will generate the candidates in such a way that subsequent itemsets and sets of item-
sets will be automatically sorted and no overhead is involved. 
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Notations: - The operator “<” will be used to denote that a certain itemset occurs be-
fore the other in lexicographic order. Two itemsets Si & Sj of size k.are said to be 
joinable if  (a) Si [1]=Sj [1], Si[2]=Sj[2],…, Si[k-1]=Sj[k-1] (b) Si[k]<Sj[k]. Note that if 
condition (a) holds and Si<Sj, then condition (b) will hold automatically. Similarity 
between any two itemsets of same size is the count of initial elements that are same in 
both itemsets. Two itemsets of size k will be joinable if similarity between them is 
equal to k−1. Similarity between two itemsets depends on their proximity in lexico-
graphic order. 

Theorem 1:- Let Si & Sj be elements of Fk−1, where Si<Sj. Let Si be joinable with Sj & 
let X=Si join Sj. Let R be any subset of X of size k−1other than Si &Sj. If R∈Fk−1 then 
R=Sm for some m>j 
Proof: - If we generate subsets of X of size k−1 in lexicographic order, then first sub-
set will be Si and second will be Sj. All other subsets will be greater than Sj. Therefore 
if R⊆X other than Si & Sj and if R∈Fk−1 then R = Sm for some m>j. 

Theorem 2:- Let Si &Sj be elements of Fk−1, where Si < Sj and let X= Si join Sj. If X is 
frequent then i ≤ n−k+1  
Proof: - For X to be frequent it must have apriori property. Since | X |=k therefore for 
apriori property, X must have k subsets of size k−1in Fk−1. Si is automatically a subset 
X, so there remain k−1 subsets to be searched for. As proved in theorem 1 the remain-
ing k−1 subsets must exist after index i therefore there must be k−1 elements after in-
dex i. The remaining elements after index i are n−i. Therefore 

n−i≥k−1⇒ i ≤ n−k+1. So if i > n−k+1then X cannot be frequent. 

Theorem 3:- Let Si & Sj be elements of Fk−1. If Si is not joinable with Sj then Si cannot 
be joined with any Sm ∈Fk−1 where m>j 

Proof: - Since Si & Sj are elements of Fk−1, therefore for |Si |=|Sj |=k−1. For Sj to be 
joinable with Sj, the similarity between them must be equal to k−2. Now if Si is not 
joinable with Sj then similarity between Si & Sj will be less than k−2. 

Sim (Si, Sj) <k−2-------- (1) 
Since Sm comes after Sj in lexicographic order therefore similarity between Si and Sm 
will be less than or equal to similarity between Si and Sj 

Sim (Si, Sm) ≤Sim (Si, Sj) 

⇒Sim(Si, Sm)<k−2 Using (1) 
Hence Si is not joinable with Sm. 
The modified AprioriGenerate function is given in Figure 2. Using theorem 2, line 

number 1 needs only to be executed n−k+1 times. Using theorem 3, line number 3 
stops checking for joinability as soon as first non joinable set is found. And by using 
theorem 1 searching of subsets starts from index j+1. Let us calculate the running time 
of AprioiGenerate2 

Join: - Running time is constant.  

AprioriGenerate2: - It contains three nested loops. Suppose loop on line 1 executes p 
times, loop on line 3 executes q times and loop on line 5 executes r times then. 

rqpCost ××= , Since nrnqnp <<< &,  ⇒ )( 33 nOnCost =<  
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AprioriGenerate2(Fk−1) 

1. for i ←1 to n−k+1 //Theorem 2 
2.      j ←i+1 
3.      while ( j ≤ n−k+2 & ( C←Join ( Fk−1[i], Fk−1[j] ) ≠ null ))// Theorem 3 
4.           l ←2 //counter for counting number of subsets 
5.           for (m ← j+1 ; l ≠ k & m≤ n ; m++) // Theorem 1 
6.                if (Fk−1[m] ⊂ C ) 
7.                     l ← l+1 
8.           if ( l=k) 
9.                Ck.add(C) 
10.           j ← j+1 
11. return Ck 

Join( A, B) 
1. for i ← 1 to k−1 
2.      if A[i]≠B[i] 
3.           return null 
4. reutn A∪B 

Fig. 2. The proposed version of AprioriGenerate function used by RSO 

Hence RSO algorithm is asymptotically faster than Apriori. 
We now compare RSO and Apriori with the help of an example. Let I={A, B, C, 

D, E, F}. Let us suppose that all 1, 2, 3 & 4 itemsets are frequent. We will generate 
candidate 5-itemsets from frequent 4-itemsets. Frequent 4-itemsets are given in Table 
1, and generated candidate 5-itemsets are given in Table 2. 

Table 1. Frequent 4-itemsets                           Table 2. Candidate 5-itemsets 

Index Itemset Index Itemset Index Itemset Index Itemset 
1 ABCD 6 ABEF 11 BCDE 1 ABCDE
2 ABCE 7 ACDE 12 BCDF 2 ABCDF 
3 ABCF 8 ACDF 13 BCEF 3 ABCEF 
4 ABDE 9 ACEF 14 BDEF 4 ABDEF 
5 ABDF 10 ADEF 15 CDEF 5 ACDEF 

 

           
            

6 BCDEF 

 
USING APRIORI: - Each member of F4 will be tested for join ability with every 
member of F4. So 15 operations will be performed for each set and there are 15 total 
sets. Therefore total number of joinable operations performed will be 15x15=225. As 
a result of these 225 joinable tests 6 candidates will be generated. Next we need to see 
whether all subsets of these candidates are also frequent or not. For this purpose sub-
sets of each member of C5 will be generated and searched in F4. 

Since each member of C5 has 5 elements, 5 subsets will be generated for each, re-
quiring 5 set operations. So a total of 30 operations are required to produce subsets. 
Let us see how many operations are performed during searching the subsets in F4. Ta-
ble 3 gives the number of comparisons needed for subsets. 
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Table 3. Number of comparisions needed for subsets of each candidate set 

Candidate Itemset Number of comparisons needed fo each subset Total 
ABCD ABCE ABDE ACDE BCDE 

ABCDE 
1 2 4 7 11 

25 

ABCD ABCF ABDF ACDF BCDF 
ABCDF 

1 3 5 8 12 
29 

ABCE ABCF ABEF ACEF BCEF 
ABCEF 

2 3 6 9 13 
33 

ABDE ABDF ABEF ADEF BDEF 
ABDEF 

4 5 6 10 14 
39 

ACDE ACDF ACEF ADEF CDEF 
ACDEF 

7 8 9 10 15 
39 

BCDE BCDF BCEF BDEF CDEF 
BCDEF 

11 12 13 14 15 
65 

 
Joinable operations=225. Subset generation operations=30 
Comparisons=25+29+33+39+39+65=230. Total =225+30+230=485 
 

USING RSO: - First element in F4 is ABCD. ABCD is joinable with ABCE producing 
ABCDE. ABCD is also joinable with ABCF, producing ABCDF. ABCD is not join-
able with ABDE. No further test will need to be performed for ABCD. Therefore a to-
tal of 3 joinable operations will be required for ABCD. Number of joinable operations 
performed for each member of F4 including the last unsuccessful operation are listed 
in Table 4. Note that no comparison will be made for BCDF, BCEF, BDEF & CDEF 
because they occur after index (n−k+1). 

Table 4. Number of joinable operations required for each set 

Itemset Number of  operations Itemset Number of operations 
ABCD 3 ACEF 1 
ABCE 2 ADEF 1 
ABCF 1 BCDE 1(j becomes > n-k+2) 
ABDE 2 BCDF 0 
ABDF 1 BCEF 0 
ABEF 1 BDEF 0 
ACDE 2 CDEF 0 
ACDF 1 

Table 5. Elements of C5 and cost of testing apriori property 

Set # of Comparisons Set # of comparisons 
ABCDE 9 ABDEF 8 
ABCDF 9 ACDEF 7 
ABCEF 10 BCDEF 3 

ABCD was joined with ABCE producing ABCDE. ABCD & ABCE are automati-
cally subsets of ABCDE, we only need to search for 3 more subsets. Start comparing 
ABCDE with elements of F4 from index 3. First subset ABDE is found at index 4, 
second ACDE is found at index 7 and third subset BCDE is found at index 11. Since 
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the required 3 subsets are found, we do not need to search any more and so we need 9 
set operations. Set operations required for each generated set are listed in Table 5. 

Joinable operations=16. Comparisons=9+9+10+8+7+3=46. Total =16+46=62. 
For the above example Apriori performed 485 set operations where as RSO has 

performed only 62 set operations. 

4   Experimental Results 

Since our work only involves improvement to AprioriGenerate function, we will 
compare AprioriGenerate functions of Apriori and RSO. Two types of comparisons 
are being presented; execution time and number of set operations performed. Data 
sets were obtained from [16]; details are given in Table 6. Results are shown in Figure 
3 and Figure 4 for different support thresholds. Reducing the support increases the re-
quired number of set operations. Therefore, for lower support the difference in effi-
ciency between the two algorithms is more in comparison to higher support. 

Table 6. Details of data sets 

Data Set  Name Size in KB No. of transactions No of items 
1 Chess 335 3196 75 
2 Mushroom 558 8124 119 
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Fig. 3. Comparison of candidate generation time for Chess & Mushroom datasets 
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Fig. 4. Comparison of set operations performed for Chess & for Mushroom datasets 
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5   Conclusion 

In this paper we present RSO algorithm for improving the running time of Apriori al-
gorithm. A number of improvements have been proposed by different researchers, our 
method adopts a different approach. We have changed the basic Apriori algorithm it-
self. We provide three theorems about the properties of frequent itemsets.   

By using these theorems, number of set operations required during the mining 
process is considerably reduced. Our method can be combined with most of the other 
methods that use different techniques to improve the performance of Apriori algo-
rithm. According to the running time analysis and experimental results, RSO outper-
forms the classical Apriori algorithm. The set operation reduction approach used by 
RSO can be used to improve other steps within Apriori. We are currently working on 
these improvements. 
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Abstract. Because many factors are complexly involved in the production of 
semiconductors, semiconductor manufacturers can hardly manage yield  
precisely. We present a hybrid machine learning system, i.e., a clustered fea-
ture-weighting case-based reasoning, to detect high-yield or low-yield lots in 
semiconductor manufacturing. The system uses self-organizing map neural net-
works to identify similar patterns in the process parameters. The trained back-
propagation neural networks determine feature weights of case-based reasoning. 
Based on the clustered feature-weighting case-based reasoning, the hybrid sys-
tem predicts the yield level of a new manufacturing lot. To validate the  
effectiveness of our approach, we apply the hybrid system to real data of a 
semiconductor company. 

1   Introduction 

Yield management in the semiconductor industry is understood as a very important 
management practice that has to be monitored and controlled completely. Yield is 
defined as the ratio of normal products to finished products.  

Semiconductor companies can achieve a certain degree of yield by applying statis-
tical process control and six-sigma to a semiconductor. Yield enhancement employing 
statistical measurements, however, has difficulty in detecting low-yield lots effec-
tively. This is because manufacturing process variables have a non-linear complex 
relationship with the yield.  

Thus manufacturers need an intelligent approach to pinpoint the relationship be-
tween process parameters in time and to detect the main process variables which seri-
ously affect changes in the yield. We have developed a clustered feature-weighting 
case-based reasoning as a complement to the existing statistical approach. This sys-
tem is based on a hybrid application of machine learning techniques to effectively 
depict multiple process variables concerned with predicting the production yield in 
semiconductor manufacturing.  

The hybrid system adopts a case-based reasoning (CBR) which can be directly ap-
plied to prediction purposes. However, CBR suffers from feature weighting; when it 
measures the distance between cases, some features should be weighted differently [1]. 
In order to weigh features and guide CBR, the hybrid system adopts four feature-
weighting methods: Sensitivity, Activity, Saliency, and Relevance. In addition, this 
                                                           
* Corresponding author. 
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system also adopts a self-organizing map (SOM) to cluster cases in order to improve the 
predictive performance. In order to validate this hybrid approach, it is applied to a semi-
conductor company and is compared with other methods that have been used. 

2   Literature Review 

Sobrino and Bravo [11] embodied an inductive algorithm to learn the tentative causes 
of low quality wafers from manufacturing data. Last and Kandel [6] presented the 
Automated Perceptions Network for accurate planning of yield through automated 
construction of models from noisy data sets. Kang et al. [5] integrated inductive deci-
sion-trees and neural networks with back-propagation and SOM algorithms to manage 
yields over major semiconductor manufacturing processes. Shin and Park [10] inte-
grated neural networks and memory based reasoning to develop a wafer yield predic-
tion system for semiconductor manufacturing. Yang, Rajasekharan, and Peters [13] 
mixed tabu search and simulated annealing to integrate layout configuration and 
automated material handling system in a wafer fabrication. Chien, Wang, and Cheng 
[3] included k-means clustering and a decision tree to infer possible causes of faults 
and manufacturing process variations from the semiconductor manufacturing data. 
Hsu and Chien [4] integrated spatial statistics and adaptive resonance theory neural 
networks to extract patterns from wafer bin maps and to associate with manufacturing 
defects. Li and Huang [8] integrated the SOM and support vector machine (SVM): the 
SOM clusters the wafer bin maps; the SVM classifies the wafer bin maps to identify 
the manufacturing defects. Wang [12] presented a spatial defect diagnosis system for 
semiconductor manufacturing, which combines square-error based fuzzy clustering 
and kernel-based spectral clustering, and a decision tree. 

3   Methodology 

In order to improve the ability of predicting yield accurately, a methodology, called a 
clustered feature-weighting case-based reasoning, is developed. It is a hybrid method 
combining several machine learning techniques, such as SOM, back-propagation 
network (BPN), CBR, and k-NN (k-Nearest Neighbor) (see Fig. 1). The hybrid system 
consists of five phases: clustering yield cases, neural learning about clustered cases, 
feature weighting, extracting k similar cases, and weighted averaging of extracted 
yields.  

The first phase uses a SOM to cluster the cases in the Yield case base into several 
homogeneous groups. When a Yield case base contains historical yield-related  

information, a case in the case base is defined as ( , )yx , if 
1 2

( , , , )
N

x x x=x …  and xi 

represents case variables and y indicates the production yield rate. A SOM performs 
competitive learning. It uncovers patterns in the input fields set (i.e., x of case vari-
ables) and clusters the case set into distinct groups without a target field. The connec-
tion weights of the SOM, v, represent the input patterns. Cases within a cluster tend to 
be similar to each other, and cases in different groups are dissimilar. 
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Fig. 1. The architecture of a clustered feature-weighting case-based reasoning 

The second phase finds the relative importance of independent variables (i.e., 
manufacturing variables) within each case cluster. The importance is derived from the 
relationship between independent variables and a dependent variable (i.e., yield). 
When the training of a BPN is finished in the unbiased samples from the Yield case 
base, the connection weights of a trained neural network reveal the importance of the 
relationship between the process variables and yield.  

To obtain a set of feature weights from the trained network, four feature-weighting 
methods are utilized: Sensitivity, Activity, Saliency, and Relevance [9]. Each of these 
methods calculates the degree of each feature’s importance by using the connection 
weights and activation patterns of the nodes in the trained neural network. The fea-
ture-weighting algorithms are briefly described as follows: 

• Sensitivity method: An input node i’s sensitivity is calculated by removing the 
input node from the trained neural network. The sensitivity of an input node is the 
difference in error between the removal of the feature and when it is left in place. 

• Activity method: Node activity is measured by the variance of the level of activa-
tion for the training data. When the activity value of a node varies significantly 
according to its input value, the activity of the node is high. 

• Saliency method: Saliency is measured by estimating the second derivative of the 
error with respect to weight. Saliency is used to prune neural networks iteratively: 
that is, to train to reasonable error levels, compute saliencies, delete low saliency 
weights, and resume training. 

• Relevance method: The variance of weight in a node is a good predictor of the 
node’s Relevance. This relevance is a good predictor of the expected increase in 
error when the node’s largest weight is deleted. 

Table 1 summarizes the four feature-weighting algorithms. Notice that (0)E  indi-

cates the amount of error after removing an input node i and ( )
f

E w  means the error 
value when the node is left untouched. CB is a case base which contains case variables 
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(features) and corresponding yield. y means the actual yield value and 
y

o  represents the 

yield value observed by the BPN. xi represents input nodes, h

j
Act  is the activity of a 

hidden node j, k signifies output nodes, wkj represents a connection weight from a hid-
den node j to an output node k, wji is a weight connected from an input node i to a hid-

den node j, var()  is the variance function, and ()σ  is the activation function. h

j
Rel  is the 

relevance of a hidden node j. 

Table 1. Four feature-weighting algorithms 

Algorithm Description 

Sensitivity (
i
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=

= ⋅
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After weighting features based on the trained neural network and four weighting 
methods, a k-NN algorithm finds the most similar k cases from the case base. When a 
new query comes in from a manufacturing database, the normalized Euclidean dis-

tance between the query and the case, ( ),  ∆ q x , is calculated as follows: 

( ) ( )2

1

,  ,  
N

i i i

i

w q xδ
=

∆ = ∑q x  (5) 

where q is the query and x is a case which is stored in the case base, qi and xi are the 
ith input feature values of q and x. In this case, wi is one of the Sensitivity, Activity, 

Saliency, and Relevance weights, which is assigned to the ith feature. ( ),  
i i

q xδ  is the 

difference between the two values qi and xi. It is 
i i

q x−  if attribute i is numeric, zero 

if attribute i is symbolic and  
i i

q x= , and otherwise, one. 

Finally, in order to calculate the predicted value of yield, the hybrid system calculates 
the weighted average of yields from those k similar cases. At this time, the normalized 
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distances to the query are used as the weights. The predicted value of yield is calculated 
as follows: 

Predicted yield =  

1

1

( ,  )
k

l l

l

y

k

−

=

∆∑ q x

 (6) 

where 
l

y  is the lth production yield which is discovered from the feature-weighted 

case retrieval. 

4   Application 

In order to verify the effectiveness of the hybrid method, it was applied to the produc-
tion data collected from the manufacturing lots of a semiconductor company. We 
could gather 622 lot data from the company. They consisted of 311 high-yield lots, 
311 low-yield lots, and 21 process variables. By definition, a high-yield lot delivers 
more than 90% yield from a lot and a low-yield lot conveys less than 35% yield from 
a lot. Among the real lot data sampled, 400 lots (64%) were utilized as training data 
and 186 lots (30%) were utilized as testing data, and 36 lots (6%) were utilized as 
evaluation data. 

4.1   Cases Clustering 

In order to cluster 400 training data in accordance with the 21 process variables, a 
SOM with 21 input nodes and nine output nodes was prepared. Several techniques 
speed up the self-organizing process and make it more reliable. One method to  
improve the performance of the SOM during training is to vary the size of the 
neighborhoods: from large (one, in our case) to small enough to include only the win-
ning neuron. The learning rate also varies over time. An initial rate of 0.9 allows neu-
rons to learn input vectors quickly. It then shrinks asymptotically toward zero. In 
training a SOM, 10,000 epochs continue through the training data. 

After being trained with the 400 lot data, the three-by-three SOM revealed patterns 
of the process variables and divided the cases into nine distinct segments (see Table 2).  

Table 2. Training results of SOM 

Case segment Number of cases No. of member cases 
CS1 38 2, 3, …, 309, 376 
CS2 22 21, 42, …, 321, 389 
CS3 46 12, 43, …, 229, 302 
CS4 47 51, 63, …, 367, 371 
CS5 65 27, 31, …, 359, 396 
CS6 74 22, 30, …, 311, 316 
CS7 36 1, 4, …, 300, 363 
CS8 34 5, 9, …, 399, 400 
CS9 38 6, 7, …, 299, 305 
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Nine BPNs were constructed for nine segments and were trained to learn the rela-
tionship between the process variables and yield of member cases in each segment. 
Akaike Information Criterion (AIC) determined the optimal number of hidden nodes 
of the BPN through heuristic search [2]. When the number of input nodes is set to 21, 
the number of hidden layers is one, and the number of output nodes is two, AIC sug-
gested 21 hidden nodes as an optimal topology of the BPNs. Therefore nine BPNs 
with 21 input nodes, 21 hidden nodes, and two output nodes, were utilized. 

4.2   Feature-Weighting CBR 

For each segment, to weigh features of CBR with the Sensitivity weighting scheme 
(cwCBR_Sen), member cases from each segment flowed through the BPN. Nine 
training data sets were arranged for nine case segments, one data set per segment. 
When a series of training were done, the Sensitivity weights of the 21 input nodes 
(i.e., manufacturing process variables) were frozen for each segment. Using these 
weights, a k-NN algorithm acquired the k-nearest cases from the Yield case base. The 
weighted average of yields was calculated from these k similar cases.  

Following the weighting procedure done for the cwCBR_Sen, the CBR with the 
Activity weighting scheme (cwCBR_Act), the CBR with the Relevance weighting 
scheme (cwCBR_Rel), and the CBR with the Saliency weighting scheme 
(cwCBR_Sal) were constructed, trained, and evaluated against the testing data. The k-
nearest cases were obtained by using these weights and the weighted averages of 
yields were calculated for the cwCBR_Act, cwCBR_Rel, and cwCBR_sal. 

4.3   Evaluation 

The evaluation procedure for the clustered feature-weighting CBRs is as follows: 

1. Choose an evaluation data and identify to which case segment it belongs. A simi-
larity score is used to determine a belonging segment. It is obtained by calculating 
an inner product of input nodes of an evaluation data (x) and the connection 
weights (v) of the SOM [7]. An evaluation data is regarded as to belong to the case 
segment which has the highest similarity score.  

2. Utilize the feature weights (Sensitivity, Activity, Relevance, and Saliency) trained 
for that segment. 

3. Calculate the predicted yield values for each weighting scheme. 
4. Reiterate the same procedure while varying k and calculate the average predictive 

performance of the cwCBR_Sen, cwCBR_Act, cwCBR_Rel, and cwCBR_sal. 

These cwCBR methods were compared with non-clustered feature-weighting CBR 
(i.e., wCBR) methods in order to show performance comparison. Fig. 2 depicts the 
average prediction accuracy of all feature-weighting methods, according to varying k. 

As k increases, the prediction errors decreased in all of hybrid CBR methods. The 
clustered feature-weighting methods excelled the non-clustered feature-weighting 
methods in every experiment. The mean errors of cwCBR methods were lower than 
those of the wCBR methods. Furthermore, the cwCBR_Act showed the highest pre-
diction accuracy, followed by cwCBR_Sal, cwCBR_Rel, and cwCBR_Sen. Adopting 
the cwCBR_Act weighting method is an acceptable solution to predict the yield rate  
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Fig. 2. Average prediction accuracy of each weighting scheme 

in semiconductor manufacturing. There are, however, small differences in the predic-
tion accuracy among these four clustered feature-weighting methods.  

5   Conclusion 

We applied a hybrid method, combining SOM and feature-weighting CBR, to predict-
ing yield of the target semiconductor manufacturing company. In the system, the 
SOM clustered the Yield cases into several homogeneous segments and the BPN 
assigned relative weights to manufacturing process features of each instance in the 
Yield case base. There was no previous similar research of predicting the yield rate of 
the semiconductor company, with utilizing the clustered and neural feature-weighting 
CBR. The hybrid system showed that the clustered CBR with the Activity weighting 
method had a better prediction rate, outperforming the entire hybrid CBRs and the 
existing statistical approach having been utilized at the target company (Prediction 
accuracy of the statistical approach reached around 80%). 
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Abstract. Document datasets can be described with a bipartite graph
where terms and documents are modeled as vertices on two sides re-
spectively. Partitioning such a graph yields a co-clustering of words and
documents, in the hope that the cluster topic can be captured by the top
terms and documents in the same cluster. However, single terms alone
are often not enough to capture the semantics of documents. To that
end, in this paper, we propose to employ hyperclique patterns of terms
as additional features for document representation. Then we use F-score
to select the top discriminative features to construct the bipartite. Fi-
nally, the extensive experiments indicated that compared to the standard
bipartite formulation, our approach is able to achieve better clustering
performance at a smaller graph size.

1 Introduction

The high dimension in text clustering is a major difficulty for most probabilistic
methods such as Naive Bayes. To circumvent this problem, graph-theoretic tech-
niques have been considered for clustering. They model the document similarity
by a graph whose vertices correspond to documents and weighted edges give
the similarity between vertices. Graphs can also model terms as vertices and
similarity between terms is based on documents in which they co-occur. Parti-
tioning the graph yields a clustering of terms, which is assumed to be associated
with similar concepts [1]. The duality between document and term clustering
can also be naturally modeled using a bipartite, where documents and terms are
modeled as vertices on two sides respectively and only edges linking different
types of vertices are allowed in the graph [2]. Finding an optimal partitioning
in such a bipartite gives a co-clustering of documents and terms. It is expected
that top documents and terms in the same cluster can represent its topic, where
top vertices usually mean the ones with highest degrees within the cluster.

However, such claims may fail if the cluster is not pure enough or it includes
terms/documents with very general topics. To perform natural clustering and to
precisely capture the cluster topic, we need to identify those micro-sets of terms,
which, as semantic units, are able to embody their respective topics clearly. Be-
sides, we need to ensure that they would not be separated into different clusters
� Corresponding author.
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during the clustering process. In this paper, we propose to augment the orig-
inal single terms with term hypercliques as additional features for document
representation. Then we perform feature selection over this mixed feature set
to enhance the subsequent bipartite-based text clustering. As a special kind of
frequent itemsets with confidence constrains, hyperclique patterns truly possess
such desirable property: the objects in a hyperclique pattern have a guaranteed
level of global pairwise similarity to one another as measured by the cosine or
Jaccard similarity measures [3,4]. Compared to the standard bipartite formula-
tion, the extensive experiments show that our approach, HABIP(Hyperclique-
Augmented BIpartite Partitioning), is able to yield better clustering results at
smaller graph sizes, which were validated with various clustering criteria.

Overview. Section 2 describes the necessary background. Section 3 presents
the details of our algorithm. Section 4 reports extensive experimental results.
Finally, we draw conclusions in Section 5.

2 Related Work

In this section, we first review text clustering. Then we introduce hyperclique
patterns, which serve as additional features for document representation.

2.1 Document Clustering

In general, clustering algorithms can be divided into two categories: hierarchi-
cal and partitional [5]. Hierarchical clustering approaches falls into two classes:
divisive and agglomerative. A recent study [6] found Group Average (UPGMA)
to be the best in this class for clustering text. As for the partitional category,
probably K-means is the most widely used method. As a modification, bisecting
K-means has been proposed in hierarchical clustering of documents and pro-
duces competitive results [7]. For more robust clustering, another direction is
to combine multiple candidate clustering into a consolidated one, which is often
referred to as consensus clustering or clustering ensembles [8]. Graph-theoretic
techniques have also been considered for clustering [9]. They model the word-
document datasets by a graph whose vertices correspond to documents or words.
The duality between document and word clustering can be naturally modeled
using a bipartite, where documents and words are modeled as vertices on two
sides respectively [10].

2.2 Term Hypercliques

In this paper, term hypercliques are employed as additional features for capture
of semantics. They are based on the concepts on frequent itemsets. Let I =
{i1, i2, ..., im} be a set of distinct items. Each transaction T in database D is a
subset of I. We call X ⊆ I an itemset. The support of X , denoted by supp(X),
is the fraction of transactions containing X . If supp(X) is no less than a user-
specified threshold, X is called a frequent itemset. The confidence of association
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rule X1 → X2 is defined as conf(X1 → X2) = supp(X1 ∪X2)/supp(X1). To
measure the overall affinity among items within an itemset, the h-confidence was
proposed in [3]. Formally, the h-confidence of an itemset P = {i1, i2, ..., im} is
defined as hconf(P ) = mink{conf(ik → P − ik)}. Given a minimum threshold
hc, an itemset P ⊆ I is a hyperclique pattern if and only if hconf(P ) ≥ hc.
A hyperclique pattern P can be interpreted as that the presence of any item
i ∈ P in a transaction implies the presence of all other items P −{i} in the same
transaction with probability at least hc. A hyperclique pattern is a maximal
hyperclique pattern if no superset of this pattern is a hyperclique pattern.

Table 1 shows examples of term hypercliques from one of datasets used in
our experiments, k1a, whose documents are from categories like people, televi-
sion, etc. Apparently, the first two rows are from class technology and sports,
respectively. Martina Hingis is a star player of woman tennis. WaveTop is a data
broadcast software by WavePhor Inc. that allows users with TV tuner-enabled
PCs to watch cable TV. Although their h-confidence is high, their support is low,
which means there are few edges between them and the documents. Thus it is
very possible for graph partitioning algorithms to assign terms of a hyperclique
into different clusters. Taking them as initial clusters, however, prevents them
from being separated.

Table 1. Examples of term hypercliques

pattern support h-confidence

solaris, unix, sparc 0.19% 100%
wnba, lineman 0.19% 75%
martina, hingis 0.51% 80%

wavetop, wavephore, tuner 0.51% 75%

3 The HABIP Algorithm

As shown in Fig. 1, our approach HABIP is divided into three step. We first
mine term hypercliques and then perform feature selection over the mixed set
of features. Finally we generate the bipartite graph and partition it to yield the
clustering. Detailed description is given later in this section.

3.1 Feature Generation

To apply clustering algorithms, a document data set is usually represented by a
matrix by extracting words from documents. The matrix A’s non-zero entry Aij

indicates the presence of term wj in document di, while a zero entry indicates an
absence. Given A, if we treat documents as transactions and terms as items, we
can find maximal hyperclique patterns of terms. For mining maximal hyperclique
patterns, we employ a hybrid approach proposed in [11], which exploited key
advantages of both the depth first search strategy and the breadth first search
strategy for efficient computation.
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Input:
D: a data set represented by a document-term matrix.
K : the desired number of clusters.

Output: C: the clustering result.

Variables:
TH: the set of maximal term hypercliques.
ST : the selected set of terms and term-hypercliques for graph construction.
BG: a bipartite graph.

Steps
1. TH = MaximalHypercliquePattern(D)
2. ST = SelectFeature(MT , D)
3. BG = GenerateBipartite(ST , D)
4. C = GraphPartition(BG, K)

Fig. 1. Overview of the HABIP Algorithm

Term weighting schemes determine the value of non-zero entry Aij in the
document-term matrix when term wj appears in document di. In this paper, we
use the classic tf×idf [12] for single terms. As for term hypercliques, we compute
the t̄f×idf , where t̄f is the average of tf for those terms in the hyperclique.

Now we have a mixed feature set of terms and term hypercliques. Although
the introduction of term hypercliques brings more semantics, they increase the
feature size. Besides, there are some noisy words in the original set of single
features. For more efficient and effective bipartite partitioning subsequently, we
employ the F-score to select the optimal subset of features. It is a direct technique
which measures the discrimination of two sets of real numbers. In detail, suppose
feature(terms or term hypercliques) i appears in m instances(documents), n+

from class + and n− from class -. Let xk denote its value at k-th instance, x̄+/x̄−
the average value over class +/-, x̄ the total average value. Then, the F-score of
feature i is defined as

F (i) =
(x̄+ − x̄)2 + (x̄− − x̄)2

1
n+−1

∑n+
k=1 (x+k

− x̄+)2 + 1
n−−1

∑n−
k=1 (x−k

− x̄−)2

A large value of F-score means feature i is more discriminative. Because our
datasets are from K > 2 classes, we treat them as K two-class problems and
compute the average of K scores as the final score. After that, we select the top
n fraction of features for subsequent clustering.

3.2 Bipartite-Based Text Clustering

A graph G = (V, E) is composed of a vertex set V = {1, 2, ..., |V |} and an edge
set {(i, j)} each with edge weight Eij . The graph can be stored in an adjacency
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matrix M , with entry Mij = Eij if there is an edge (i, j), Mij = 0 otherwise.
Given the n × m document-(term/term hyperclique) matrix A, the bipartite
graph G = (V, E) is constructed as follows. First we order the vertices such that
the first m vertices index the terms while the last n index the documents, so
V = VW ∪ VD, where VW contains m vertices each for a term/term hyperclique,
and VD contains n vertices each for a document. Edge set E only contains edges
linking different kinds of vertices, so the adjacency matrix M may be written as(

0, A
AT , 0

)
.

Given a weighted graph G = {V, E} with adjacency matrix M , clustering
the graph into K parts means partitioning V into K disjoint clusters of vertices
V1, V2, ..., VK , by cutting the edges linking vertices in different parts. The general
goal is to minimize the sum of the weights of those cut edges. Formally, the cut
between two vertex groups V1 and V2 is defined as cut(V1, V2) =

∑
i∈V1,j∈V2

Mij .
Thus the goal can be expressed as min{V1,V2,...,VK}

∑K
k=1 cut(Vk, V − Vk). To

avoid trivial partitions, often the constraint is imposed that each part should be
roughly balanced in terms of part weight wgt(Vk), which is often defined as sum
of its vertex weight. That is, wgt(Vk) =

∑
i∈Vk

wgt(i). The objective function
to minimize becomes

∑K
k=1

cut(Vk,V −Vk)
wgt(Vk) . Given two different partitionings with

the same cut value, the above objective function value is smaller for the more
balanced partitioning. Here, we select the normalized cut criterion [13] that
defines wgt(i) =

∑
j Mij . It favors clusters with equal sums of vertex degrees,

where vertex degree refers to the sum of weights of edges incident on it. For graph
partitioning, we employ Graclus [14], a fast kernel based multilevel algorithm.

4 Experimental Evaluation

In this section, we present an extensive evaluation of HABIP. First we intro-
duce the experimental datasets and cluster validation criteria, then we report
comparative results.

4.1 Experimental Setup

For evaluation, we selected seven real datasets from different domains used in [6].
The RE0 and RE1 datasets are from the Reuters-21578 text categorization test
collection Distribution 1.0. The datasets K1a and K1b are from the WebACE
project; each document corresponds to a web page listed in the subject hierarchy
of Yahoo. The LA1, LA2 and LA12 datasets were obtained from articles of the
Los Angeles Times that was used in TREC. For all data sets, we used a stoplist
to remove common words, stemmed the remaining words using Porter’s suffix-
stripping algorithm, and discard those with very low document frequencies. Some
characteristics of them are shown in Table 2.

Because the true class labels of documents are known, we can measure the
quality of the clustering solutions using external criteria that measure the dis-
crepancy between the structure defined by a clustering and what is defined by
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Table 2. Characteristics of data sets

data re0 re1 k1a k1b la1 la2 la12

#doc 1504 1657 2340 2340 3204 3075 6279
#word 2886 3758 21839 21839 31472 31472 31472
#class 13 25 20 6 6 6 6

source Reuters-21578 WebACE TREC

Table 3. Comparison of clustering results

data method NMI CE ERR F sup/hconf

k1a STD 0.51 1.72 0.52 0.44 NA
HABIP 0.59 1.39 0.50 0.50 0.005/0.1

k1b STD 0.58 0.54 0.37 0.64 NA
HABIP 0.66 0.57 0.23 0.84 0.0015/0.1

la1 STD 0.25 0.87 0.52 0.42 NA
HABIP 0.47 1.28 0.31 0.65 0.002/0.2

la2 STD 0.32 0.84 0.57 0.47 NA
HABIP 0.42 1.42 0.38 0.58 0.0015/0.2

la12 STD 0.27 1.15 0.56 0.46 NA
HABIP 0.37 1.42 0.55 0.45 0.005/0.2

re0 STD 0.32 2.53 0.40 0.36 NA
HABIP 0.33 1.79 0.43 0.36 0.0015/0.1

re1 STD 0.37 2.98 0.49 0.32 NA
HABIP 0.40 2.13 0.45 0.32 0.02/0.2

the true class labels. We use the following four measures: normalized mutual
information(NMI), conditional entropy(CE), error rate(ERR) and F-measure
[15]. NMI and CE are entropy based measures. Error rate ERR(T |C) com-
putes the fraction of misclassified data when all data in each cluster is classified
as the majority class in that cluster. F-measure combines the precision and recall
concepts from information retrieval.

4.2 Clustering Results

First we compare the clustering results between the standard bipartite formula-
tion(STD) and HABIP without feature selection. Detailed results are shown in
Table 3, where NMI and F are preferred large while ERR and CE are preferred
small. The two parameters of HABIP in the last column, support threshold and
h-confidence threshold, were tuned separately for each dataset, but not for each
criterion. One can see that HABIP is able to achieve improvement on nearly all
datasets in terms of most measures.

Next, we evaluate HABIP by varying top n fraction of features. Although a
smaller subset of features would lead to a smaller bipartite graph and an easier
partitioning subsequently, too much deletion of features would harm the clus-
tering results. Therefore we need a tradeoff here. Due to lack of space, we only
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Fig. 2. re0: clustering results with top n fraction of features
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Fig. 3. k1a: clustering results with top n fraction of features

report results on re0 and k1a. Fig. 2 and 3 illustrate the results with different
support threshold and h-confidence threshold around optimal values for full fea-
ture set (reported in Table 3). One can see that it is not the case the clustering
performance would improve with increase of n. For re0, there is little change
in the performance once n exceeds around 90%. For k1a, the results oscillates
considerably. In general, the optimal value of n appears in the range of [0.7, 0.9],
where it yields the best clustering results at a relatively smaller graph size.

5 Concluding Remarks

The performance of text clustering depends on both the document representa-
tion and the clustering model. In this paper, we studied feature selection for
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bipartite-based text clustering. Because single terms are not enough to capture
the semantics, we propose to augment the feature set with hyperclique pat-
terns of terms. After feature selection with F-score, these micro-set of semantics
serve as starting points in the bipartite and would not be separated during the
graph partitioning process. Our experiments on real datasets showed that our
approach, HABIP (Hyperclique-Augmented BIpartite Partitioning), not only is
able to achieve better clustering performance than the standard bipartite for-
mulation, but also leads to a smaller graph size. These gains were validated by
various external clustering criteria.
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Abstract. Describing images in semantic terms is an important and challenging 
problem in content-based image retrieval. According to the strong relationship 
between colors and human emotions, an emotional image classification model 
based on color semantic terms is proposed in this paper. First, combined with 
PSO, fuzzy c-means clustering is implemented for color segmentation, and eight 
color clusters can be obtained to describe the main color of an image. Secondly, 
based on Wundt’s theory, a 3D emotional model is constructed and a novel ap-
proach for describing image color semantic is proposed. Finally, we present a 
trial classification system which allows users to query images using emotional 
semantic words. Experimental results demonstrate that this model is effective for 
sentimental image classification. 

1   Introduction 

Content-based image retrieval (CBIR) system supports image searches based on per-
ceptual features, such as color, texture, and shape [1], [2]. However, this sort of query is 
unnatural. In recent years, great progress has been made in this filed [3], [4], Due to the 
difficulties in recognizing and classifying images on general level, there are few ex-
isting methods that have been achieved in identifying high-level semantic descriptors 
for image retrieval or classification. 

In this paper, an improved method for image emotional classification based on color 
features representation and similarity measuring is proposed. The rest paper is organ-
ized as follows. The color image clustering algorithm is described in detail in Section 2. 
Section 3 describes the method of image semantic description. The experimental results 
are presented in Section 4 followed by the conclusion and future work in Section 5.  

2   Color Segmentation 

Color image segmentation is very important in image processing. From the segmenta-
tion results, it is possible to identify regions of interest and objects in the scene. In this 
paper, we propose an effective image segmentation method, which involves three 
stages: 1) Image preprocessing. Edges are removed and the images are smoothed by 
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Gauss kernel. 2) Color space conversion. The color space is converted from RGB space 
into L*a*b* space. 3) Color clustering using fuzzy c-means clustering based on PSO 
algorithm (PSFCM) in L*a*b* space.  

2.1   Image Preprocessing 

Based on the observations [5], we eliminate the edges whose color content is percep-
tually unimportant and we do not process or care about. After that, we perform Gaus-
sian low-pass filtering on the pixels to detect the object edges which can be removed 
from the original images. In our algorithm, these removed edge pixels are filled with (0, 
0, 0) in RGB space which means emotionless in affective computing.  

2.2   Color Space Conversion 

Segmentation validity is obtained through an appropriate selection of the color space so 
that small feature distances correspond to similar colors in the perceptual domain [6]. 
This condition, which is not exhibited by the standard RGB space, has been accom-
plished with the adoption of the L*a*b* space. The L*a*b* color space is colorimetric 
and perceptually uniform. The color space is therefore converted from RGB space into 
L*a*b* space.  

2.3   Color Clustering 

1) Alogorithm 1:  fuzzy c-means clustering algorithm (FCM) 

The Fuzzy C-means (FCM) algorithm [7] is an iterative clustering method that pro-
duces an optimal c partition, which minimizes the weighted within group sum of 

squared error objective function 2

1 1

( , ) ( ) ( , )
n c

q
q ig g i

g i

J U V u d x v
= =

=∑∑ . 

Where 1 2{ , , , } p
nX x x x R= ⊆" , n is the number of data items, c is the number of 

clusters with 2 c n≤ < ,
igu is the degree of membership of gx in the thi cluster, q is a 

weighting exponent on each fuzzy membership, iv  is the prototype of the centre of 

cluster i , 2 ( , )g id x v  is a distance measure between object gx and cluster centre iv .  

Since FCM algorithm is an iterative operation, it is very time consuming in image 
segmentation. To cope with this problem, the color level histogram of image is applied 
to the algorithm. 

Define color descriptor E in L*a*b* space as follows: 

       ( ) ( ) ( )
1 22 2 2

* * *E L a b⎡ ⎤= + +⎣ ⎦  (1) 

The non-negative integrate set { }
min min+1 max

E = E ,E , ,E" is color level, where 

minE is the minimum color level, maxE is the maximum color level, so the color scale is 
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max minE - E . For image size M N× , at point ( , )m n , ( , )f m n is the color value with 

0 1m M≤ ≤ − , 0 1n N≤ ≤ − . Let ( )His e  denotes the number of pixels having color 

level e ( e E∈ ). The statistical histogram function is as follows: 

     
1 1

0 0

( ) ( ( , ) )
M N

m n

His e f m n eδ
− −

= =

= −∑∑  (2) 

Where e E∈ , (0) 1δ = and ( 0) 0δ σ ≠ = .  
 

2) FCM based on PSO Algorithm-PSFCM 

In PSO [8], a fitness function f is evaluated, using the particle’s positional coordinates 
as input values. The velocity and position update equations for the thp dimension 
of thi particle in the swarm may be given as follows: 

21 1 2( 1) ( ) ( - ( )) ( - ( ))ip ip ibest ip gbest ipv t w v t C p Z t C p Z tϕ ϕ+ = ⋅ + ⋅ ⋅ + ⋅ ⋅  (3) 

( 1) ( ) ( 1)ip ip ipZ t Z t v t+ = + +  (4) 

The variables
1

ϕ and
2

ϕ are random positive numbers with an upper 

limit maxϕ ,
1

C and
2

C are acceleration constants, and ω is the inertia weight. ibestP is the 

best solution found so far by an individual particle, while gbestP  represents the fittest 

particle found so far in the entire community. 

Define partition entropy peV  and the fitness f as follows, 

min max

1

max

log
1

{ }

[ ]

, max
pe

c

i i
i

pe
E e E

f
V eps

v v

V
E

=

≤ ≤
=

+
=
∑

 
(5) 

The idea of the validity function is that the partition with less fuzziness means better 
performance. Consequently, the best clustering is achieved when the value p eV is 
minimal. 

For a user-specified maximum number of clusters
max

C , a particle is a vector of real 
numbers of dimension 2 *

max
C . The first 

max
C entries are positive floating-point numbers 

in (0, 1), each of which controls whether the corresponding cluster is to be activated (i.e. 
to be really used for classifying the data) or not. The remaining entries are reserved 
for

max
C cluster centers, each p-dimensional. A single particle is illustrated as [10]:  

max max,1 ,2 , ,1 ,2 ,( , , , ; , , , )i i i i C i i i CZ (t)= T T T V V V" "
G

 

Step 1) Initialization  

(a) Set constants
max 1 2

K , ,, C C ω and particle size SwarmSize . 

(b) For particle i , position , (1 )
i j max

T j C≤ ≤ can be initialized by 

, max min min() ( )i jT rand E E E= ∗ − + . 
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Where, min max,E E , resulted from Eq.(1), represents the minimum and maximum color 

level respectively.  
(c) For particle i , velocity , max(1 )

i j
V j C≤ ≤  can be initialized by  

, max min() ( )i jV rand E E= ∗ − . 

(d) Set k = 1 . 

Step 2) Optimization 

(a) For each particle, evaluate the fitness value kf  defined in Eq. (5). 

(b) If i

k

i

bestf f≤ then ,i i

best k ibest if f p T= =
JJJG JG

, where i

bestf  is the best fitness value found 

so far by an individual particle. 

(c) If i

k

g

bestf f≤ then ,g i

best k gbest if f p T= =
JJJJG JG

, where g

bestf  is the fittest value found so 

far in the entire community. 

(d) If maxk > K , go to Step 3). 

(e) Update particle velocity and position using Eq. (3) and Eq. (4). 

(f) Increment i . If i I> then increment k ,and set 1i = . 

(g) Go to Step 2 (a). 

Step 3) Report results 

Cluster centre ( )gbestV Uniform p=
G JJJJG

. 

The parameters in this algorithm are as follows:  

20SwarmSize = , max 8K = ,
max 1 22, 2.05C C C= = = , 0.729ω = . 

In our algorithm, 8 basic colors, called color terms, have been chosen to establish 
emotional space. Following table shows the clustering results for picture ‘rose’� 

Table 1. Clustering centers described as color center E 

Terms I1 I2 I3 I4 I5 I6 I7 I8 

rose 0 89.7902 51.2280 106.4020 70.8947 1.0000 18.8547 6.8156 

In our system, eight color terms have been selected to describe emotions of images. 
For picture ‘rose’, the terms are: Black, Dark Blue, Dark Green, Red, Purple, White, 
Pink and Linen as shown in Table 1.  

3   Emotion Semantic Descriptions of Colors 

In this section, we propose a color description model which can automatically generate 
the semantic terms of image segmentations and the whole image through a fuzzy 
clustering algorithm.  
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3.1   Emotional Model 

In our work, eight emotional states are described by eight emotion semantic terms: 
anger, despair, interest, pleasure, sadness, irritation, joy and pride.  

3.2   Emotion Mapping 

Based on the results of section 2, image can be divided into eight color regions. Get 
areas of each region and implement the following classification algorithm. 

At the beginning of comparison, emotion distance ( , )DE i j is proposed and is de-
fined as follows: 

 
, , ,( , ) ( ) , ( , 1, 2, ,8)i j i j i jDE i j Region I I i jσ= − < = "  (6) 

Where, ,( )i jRegion I is the current region size of each cluster and ,i jI is the region size 

of each cluster defined in Table 3. ,i jσ is a constant integer. 

The key to classification algorithm is the definition of emotional-color mapping, 
which is how to accurately define the color distribution of emotion among eight clus-
ters. Through numerous experiments, we have got a set of mapping data for reference. 
In practical application, users can also update the dataset by interactive training. The 
results of same data are presented in Table 2, in which, for example, “Interest” is de-
scribed as follows:

1 8
(3, ) {0.2280,16.7902,0,24.4020,3.8947,0,44.2789,10.4054}

j
I j

≤ ≤
= . 

Table 2. Emotion-Color mapping Table 

 E1 E2 E3 E4 E5 E6 E7 E8 

1 Anger 0 1.1532 0 10.3721 27.3437 2.1130 58.9283 0.0898 

2 Despair 0 0 0 0 50.3139 48.5754 0.2760 0.8348 

3 Interest 0.2280 16.7902 0 24.4020 3.8947 0 44.2789 10.4054 

4Irritation 8.1442 30.1156 0.2535 31.8286 10.1973 1.2368 18.1621 0.0618 

5 Joy 0 2.0594 0 0.6251 57.3984 3.7956 35.9370 0.1846 

6 Pleasure 0.0187 7.3263 0 5.1290 17.4198 24.8880 32.9111 12.3072 

 

4   Experiments and Analysis 

4.1   Training 

To meet the user's emotional bias, the following method can be used for training 
Clustering 
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Step 1: Choose emotion terms of a new image _I new  by user’s interaction; 

Step 2: On _I new , implement algorithm 1 and get new clusters _ ( )E new i ; 

Step 3: Update ( )E i using ( ) ( ( ) _ ( )) / 2E i E i E new i= + ; 

Where, _ ( ) { 1, 2, , 8}E new i I I I= " is the same as ( )E i described in Table 1. 

4.2   Experimental Result and Analysis 

In order to evaluate our method, we have implemented a trial classification system on 
windows XP platform, 200 images are collected as image database. These images are 
collected from Internet which contain more colors and express more complex feelings 
with wide range of lightness and color distributions. 

Fig.1 shows the results of query “Pleasure” images, based on the experience of color 
and emotion, while the bright image and the warm colors will induce the happiness 
feelings, so the images which are bright and contain more warm colors will induce the 
pleasure feelings.  

 

Fig. 1. Classification results of “Pleasure” images 

Table 3. Confusion matrix of the classification system based on Color Semantic Description. 

Anger Despair Interest Irritation Joy Pleasure Pride Sadness
a b c d e f g h 

a 48.75 6.25 4.25 15.25 6.75 6.75 12.75 6.25 
b 12 38 12.25 8.75 0 13.25 3.25 10 
c 5.75 5.25 45 3.75 6.75 10 16.75 0 
d 10 6.75 10 46.25 3.25 6.75 6.25 6.75 
e 5.25 0 12.25 16.75 50.25 10 8.25 3.25 
f 7.75 10.25 6.75 3.25 12.75 33.25 13.25 0 
g 10.25 5.25 14.75 6.75 10.25 13.25 33.75 0
h 6.75 8.75 3.25 3.75 0 6.75 5.75 43.75  
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Table 3 shows the confusion matrix of the emotion recognition system based on 
Color Semantic Description. The overall performance of this classifier was 42.3 %. The 
most recognized emotions were joy (50.25 %), anger (48.75%), and irritation (46.25 
%). Pride is misclassified with interest (16.75%), while irritation is misclassified with 
joy (16.75 %).  

5   Conclusions and Future Work 

In this paper, we propose an emotional semantic classification model. Compared with 
the existing image classification methods, we present an image classification scheme 
and define a natural classification language, which bridge the high level semantic 
templates and the low level semantic indicators. Thus the classification keywords can 
be constructed to describe high level semantics according to the accumulated knowl-
edge and experience. The system is general and is able to satisfy classifies simple color 
images.  

The approach presented in this paper is only the first step, more work should be 
performed in the future. First, more features and semantic indictors can be fulfilled into 
this scheme. Second, how to describe the complex emotion using color clustering and 
make the scheme more useful for end users is a challenging and hard work.  
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Abstract. Clustering analysis is traditionally considered as an unsu-
pervised learning process. In most cases, people usually have some prior
or background knowledge before they perform the clustering. How to use
the prior or background knowledge to imporve the cluster quality and
promote the efficiency of clustering data has become a hot research topic
in recent years. The Must-Link and Cannot-Link constraints between
instances are common prior knowledge in many real applications. This
paper presents the concept of Must-Link Set and designs a new semi-
supervised clustering algorithm MLC-KMeans using Musk-Link Set as
assistant centroid. The preliminary experiment on several UCI datasets
confirms the effectiveness and efficiency of the algorithm.

Keywords: Semi-supervised Learning, Data Clustering, Constraint,
MLC-KMeans Algorithm.

1 Introduction

Data mining is the analysis of (often large) observational data sets to find un-
suspected relationships and to summarize the data in novel ways that are both
understandable and useful to the data owner[1]. One of the basic tasks in data
mining is clustering data which can be formulated to identify the distribution
of patterns and intrinsic correlations in large datasets by partitioning the data
instances into similar clusters. Traditionally, clustering analysis is usually con-
sidered as an unsupervised learning problem. However, in the real application
domains, it is often the case that people have some prior or background knowl-
edge about the domains and the dataset which can be useful for clustering. Tra-
ditional clustering algorithms have no ways to use the information or knowledge.
Therefore, how to use these background information to improve the clustering
analysis is the focus of recent studies[3,8,4,9].

Wagstaff[3] introduces two types of background information that can be ex-
pressed as set of instance-level constraints, the Must-Link and Cannot-Link. The
former constraint specifies that two data instances have to be in the same cluster,

� Communication author.
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the later constraint specifies that two data instances must not be placed in the
same cluster. Wagstaff also modified the K-Means algorithm and proposed a con-
strained clustering algorithm COP-KMeans[3]. The experiment result confirms
that COP-KMeans can improve clustering quality. In [4], Sugato Basu presents
a pairwise constrained clustering method PCKMeans for actively selecting infor-
mative pairwise constraints to improve clustering performance. The basic idea of
PCKMeans algorithm is configuring the energy of Hidden Markov Random Field
(HMRF) using a well-designed cost function. The clustering process is equal to
find the minimal energy configuration of HMRF. In order to maximize the utility
of the limited supervised data available in a semi-supervised setting, PCKMeans
algorithm can actively select the supervised training examples. Other advantages
of the learning are the PCKMeans algorithm is not only easily scalable to large
datasets but also can handle very high dimensional data. The experiment shows
that the active selection strategy can significantly improve the accuracy of clus-
tering. In most cases, finding a clustering solution that satisfies all constraints
is often a NP complete problem[5].

This paper is organized as follows. In section 2, we introduce basic concepts
and the ideas of COP-KMenas algorithm. In the following, we analyze the dis-
advantages of COP-KMeans, and introduce Must-Link Set and Cannot-Link Set
concepts. Based upon Must-Link Set, the MLC-KMeans algorithm is proposed
and described in detail. In section 4, we present experimental results and show
MLC-KMeans algothm is effective and efficient compared with COP-KMeans.
Finally, section 5 summarizes our contributions.

2 Background

Assume X = {x1, x2, · · · , xn} ⊂ Rd is a vector space of d dimensions. The
element xi in X is a d dimension data instance that can be described by a
vector [xi1, xi2, · · · , xid]T , the size of the dataset is n. The partitioned result of
clustering is a set

∏
= C1, C2, · · · , Ck that satisfies X = C1 ∪C2 ∪ · · · ∪Ck and

C1 ∩ C2 ∩ · · · ∩ Ck = ∅.

Definition 1 (Must-Link). For two data instances xi and xj in the dataset,
xi, xj ∈ X(1 ≤ i, j ≤ n), if xi and xj satisfy the Must-Link constraint, then after
finishing the clustering, xi and xj satisfy xi ∈ Cm ∧ xj ∈ Cm, Cm ∈

∏
, 1 ≤ m ≤

k, or else the clustering fails. The constraint can be described as xiMLxj .

Definition 2 (Cannot-Link). For two data instances xi and xj in the dataset,
xi, xj ∈ X(1 ≤ i, j ≤ n), if xi and xj satisfy the Cannot-Link constraint, then
after finishing the clustering, xi and xj satisfy xi ∈ Cm ∧ xj ∈ Cn, Cm, Cn ∈∏

, 1 ≤ m, n ≤ k, m �= n, or else the clustering fails. The constraint can be
described as xiCLxj .

Definition 3 (Con=). Con= is a set that includes all Must-Link constraints in
the clustering.

Con= = {xiMLxj |xi, xj ∈ X, 1 ≤ i, j ≤ n}
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Definition 4 (Con �=). Con �= is a set that includes all Cannot-Link constraints
in the clustering.

Con �= = {xiCLxj |xi, xj ∈ X, 1 ≤ i, j ≤ n}
According to the definitions above, the clustering problem with Must-Link and
Cannot-Link constraints can be formulated as follows. Given the data space
X = {x1, x2, · · · , xn} ⊂ Rd, xi ∈ X(1 ≤ i ≤ n) is an instance in the data space
X . Con= and Con �= are the Must-Link constraint and Cannot-Link constraint
set respectively. The semi-supervised clustering is trying to partition the data
space into cluster set

∏
= {C1, C2, · · · , Ck} and to minimize the object function,

E =
∑k

i=1

∑ni

j=1 ||xij −mi||2 under the Con= and Con �= constraints. Here k is
the cluster number, xij ∈ Ci, mi is the centroid of cluster i.

3 MLC-KMeans Clustering Algorithm

3.1 The Disadvantage of COP-KMeans Algorithm

The COP-KMeans algorithm may fail when it assigns the instance to cluster.
Here, we suppose the cluster num k = 2. As shown in Fig 1, the cluster and
instance are represented by ellipse and circle respectively. The solid line between
the instances is Must-Link constraint, while the broken line is Cannot-Link con-
straint. The figure illustrates three situations in which the algorithm may fail and
derive incorrect result. Especially, when the number of Must-Link and Cannot-
Link constraint is large and the cluster num k is small, the COP-KMeans algo-
rithm will frequently fail.

Fig. 1. Failures in COP-KMeans Algorithm

3.2 Basic Idea of Algorithm

To overcome the disadvantage of COP-KMeans and enhance the quality and
efficiency of clustering, we propose a semi-supervised clustering algorithm MLC-
KMeans based on the Must-Link Set. To illustrate clearly, we firstly define the
Must-Link Set and the Cannot-Link Set concepts in the following.

Definition 5 (Must-Link Set). Must-Link Set (MLSet) is defined as a set
that includes all instances that satisfy the Must-Link constraint.

MLSet = {xi, xj , xr|∀xi, xj , xr ∈ X ∧ xiMLxj ∧ xjMLxr, 1 ≤ i, j, r ≤ n}
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Definition 6 (Cannot-Link Set). Cannot-Link Set (CLSet) is defined as a
set that includes all instances that satisfy the Cannot-Link constraint.

CLSet = {xi, xj , xr|∀xi, xj , xr ∈ X ∧ xiCLxj ∧ xjCLxr, 1 ≤ i, j, r ≤ n}
Theorem 1. The Must-Link relation on Must-Link Set is transitive.

Proof. For instances xp, xq, xr ∈ X , (1 ≤ p, q, r ≤ n). If xpMLxq ∈ Con= and
xqMLxr ∈ Con=, According to the definition of Must-Link Set, xp, xr ∈ MLSet,
we can conclude the Must-Link relation on Must-Link Set is transitive.

To make full use of the knowledge contained in the constraints, we use the centroid
of MLSet allocated to the cluster as an assistant centroid to calculate the similar-
ity of instance and cluster. Assume the data space is an euclidean space. Ci and
Cj , (1 ≤ i, j ≤ k) are two clusters whose centroids are mi and mj respectively.
MLSCi and MLSCj are Must-Link Set assigned to Ci and Cj . Now suppose O is
an instance to assign, if dist(O, Ci) > β∗dist(O, MLSCj) and dist(O, MLSCi) >
dist(O, MLSCj), or dist(O, Ci) > dist(O, Cj) and β ∗ dist(O, MLSCi) >
dist(O, Cj), then allocates O to Cj , or else to Ci. β is regulative coefficient, usu-
ally a constant (β > 0). β can be adjusted to regulate the importance of assistant
centroid, when β > 1, the centroid has dominant effect, otherwise the assistant
centroid has dominant effect in clustering. In our experiments, the β is set to 2.
The MLC-KMeans algorithm is described in detail as follows.

Input: Must-Link Constraint Set: Con= ⊆ X ×X , Cannot Link
Constraint Set: Con �= ⊆ X ×X

Output: NewCon=, NewCon �=
initialize NewCon= = ∅, NewCon �= = ∅;1

for Xi, Xj ∈ Con= do2

if ∃S ∈ NewCon= ∧ xi ∈ S then3

S = S ∪Xj;4

else if ∃S ∈ NewCon= ∧ xj ∈ S then5

S = S ∪Xi;6

else if ∃S1 ∈ NewCon=∧xi ∈ S1∧∃S2 ∈ NewCon= ∧xj ∈ S2 then7

S1 = S1 ∪ S2;8

else9

NewCon= = NewCon= ∪ {xi, xj};10

end11

end12

for (xp, xq) ∈ NewCon �= do13

if ∃S1, S1 ∈ NewCon= ∧ ∃S2, S2 ∈ NewCon= ∧ xp ∈ S1 ∧ xq ∈ S214

then
remove (xp, xq) from Con �=;15

NewCon �= = NewCon �= ∪ {S1CLS2};16

end17

end18

Algorithm 1. ConstraintConverter Algorithm
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The constraint converter algorithm converts the Must-Link and Cannot-Link to
Must-Link and Cannot-Link Set.

Input: MLS, Cm, NewCon=, NewCon �=
Output: Boolean
for S ∈ NewCon= do1

if MLS ⊆ Cm ∧MLSCLS ∈ NewCon �= then2

return true;3

end4

end5

return false;6

Algorithm 2. ViolateNewConstraints Algorithm

The constraint violation algorithm judges whether the allocation of Must-Link
Set violates the constraints in NewCon= and NewCon �=.

Input: Dataset: X, Must-Link Constraint Set: Con= ⊆ X ×X, Cannot
Link Constraint Set: Con�= ⊆ X ×X, Cluster number: k

Output: C1, C2, · · · , Ck

{NewCon=, NewCon�=} = ConstraintConverter(Con=, Con�=) ;1

if k < |NewCon�=| then2

return ERROR;3

end4

initialize Ci with S, S ∈ NewCon�=, (1 ≤ i ≤ k);5

repeat6

for S ∈ NewCon= do7

find the closest cluster Cm,8

dist(S, Cm)=mindist(S, Cj), (1 ≤ m, j ≤ k);
if !V iolateNewConstraints(S, Cm, NewCon=, NewCon�=) then9

Cm = Cm ∪ S;10

update the assistant centroid of Ci(1 ≤ i ≤ k);11

else12

return ERROR;13

end14

end15

for xi ∈ {X −
⋃

S|S ∈ NewCon=} do16

find the closest cluster Cn,17

dist(S, Cn)=mindist(xi, Cj), (1 ≤ n, j ≤ k);
if !V iolateConstraints(xi, Cn, Con�=) then18

Cn = Cn ∪ {xi};19

else20

return ERROR;21

end22

end23

update the centroid of Ci(1 ≤ i ≤ k);24

until convergence ;25

return C1, C2, · · · , Ck;26

Algorithm 3. MLC-KMeans Algorithm
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4 Experiment Result

4.1 Datasets and Evaluation Method

We use four datasets in UCI machine learning repository [6] to test MLC-KMeans
algorithm and compare the performance of COP-KMeans with our algorithm.
The datasets are described in the table 1.

Table 1. The experimental dataset

Name Attribute Type Attribute Num Instance Num Class Num Source

iris numeric 4 150 3 UCI

xor nominal 2 40 2 UCI

wine numeric 13 178 3 UCI

balance-scale numeric 4 625(200) 3 UCI

In the experiment, the Must-Link and Cannot-Link constraints are generated
randomly. We generate a pair of random numbers that associate two instances
each time. If the classes of the instances are same, a Must-Link constraint is
labeled and added to Con=, or else a Cannot-Link constraint is labeled and
added to Con �=. The process continues until the size of constraint set is satisfied.
For a given number of constraints, the algorithm is executed for 20 times. Each
uses 10-folds cross validation that the constraints are generated in 90 percentage
of the dataset, clustering result is evaluated on the whole dataset. We also choose
Rand Index [3] which calculates the percent of correctly assigned instances with
the whole dataset to evaluate the clustering quality. Generally, the larger the
Rand Index is, the better the clustering result is. The max iteration number is
set to 1000 in each experiment.

4.2 Experimental Result

Four datasets are selected to compare the quality of clustering obtained from
COP-KMeans with MLC-KMeans algorithm. As Figure 2 illustrated, the ab-
scissa axis represents the number of constraints, the ordinate axis represents the
Rand Index. The regulative coefficient of MLC-KMeans β is set to 2.

Table 2 compares the times of failure when COP-KMeans and new MLC-
Kmeans algorithms cluster on different datasets.

4.3 Analysis of Experiment Result

From Fig 2, we can conclude that the new algorithm achieves good performance
compared with COP-KMeans. The trend of RI curve is monotonously increasing
for the new algorithm. The more constraints given the better the performance
tends to be. For β = 2, the performance of MLC-KMeans is much better than
that of COP-KMeans, especially when the number of constraints is large on the
datasets. For xor dataset, the value of RI for the two algorithm is alternately
larger than the other with the increasing number of constraints.
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Fig. 2. Rand index analysis of clustering

Table 2. Times of Failure

Dataset Const.Num 10 20 30 40 50 60 70 80 90 100

iris COP .04 .28 .93 1.40 3.02 5.52 13.4 29.8 112.0 221.2
MLC .0 .01 .02 .07 .09 .15 .25 .41 .59 .95

xor COP 1.44 23.7 342.5 1093.3 1743.7 1143.5 504.3 300.4 193.7 104.3
MLC .14 0.90 1.29 0.72 0.35 0.12 0.08 0.02 0.02 0.01

wine COP .08 .41 1.02 2.65 6.41 13.58 34.15 102.1 224.7 773.8
MLC .0 .02 .02 .06 .21 .3 .54 .83 1.30 1.77

balance-scale COP .07 .62 1.99 4.88 13.6 47.2 129.1 595.6 2639.8 35782.4
MLC .01 .01 .02 .04 .05 .06 0.14 0.3 0.40 0.57

Table 2 shows the average number of failure for the two algorithm under
certain number of constraints. Because the MLC-KMeans algorithm is also a
partition-based algorithm, the less the algorithm fails, the better it gets the good
clusters. So the failure times are a good measurement of algorithm’s efficiency.
From the tables we can see with the increasing number of constraints the failure
of COP-KMeans is always hundreds of times to that of MLC-KMeans which
means that if we have certain number of constraints, it can be more easily to
get an clustering result that satisfies all constraints using the new algorithm. It
is crucial for algorithm’s practicability.

5 Conclusion

Traditional clustering analysis views the clustering as an unsupervised learning
process and finds no ways to use background knowledge people have before clus-
tering. We study the clustering problem with prior knowledge in the form of
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Must-Link and Cannot-Link constraint between instances. Based upon the new
concept Must-Link Set and Cannot-Link Set coined, a new semi-supervised clus-
tering algorithm MLC-KMeans is proposed that uses Must-Link Set as assistant
centroid.

The algorithm improves the COP-KMeans by transforming the original con-
straints to Must-Link Set and allocating it as a whole. The algorithm also makes
good use of the knowledge between instances contained in the dataset. The effect
of constraints is extended by using Must-Link Set as assistant centroid to lead
instances assign to clusters. Experimental results confirm that the new algorithm
is effective and valid in clustering data with instance-level constraints.

There still have several issues should be addressed further. For example, How
to improve and optimize the algorithm so that it can more effective in clustering
larger and high dimension dataset; How to use the knowledge using other semi-
supervised learning methods to imporve the clustering quality.
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Abstract. In privacy preserving data publishing, most current meth-
ods are limited only to the static data which are released once and fixed.
However, in real dynamic environments, the current methods may be-
come vulnerable to inference. In this paper, we propose the t-rotation
method to process this continuously growing dataset in an effective man-
ner. T-rotation mixes t continuous periods to form the dataset and then
anonymizes. It avoids the inference by the temporal background knowl-
edge and considerably improves the anonymity quality.

1 Introduction

Privacy preservation in data publishing tries to preserve the individual privacy
against re-identifying by joining external dataset. Avoiding re-identifying, k-
anonymity model was proposed [6,7]. That requires each tuple be indistinguish-
able from at least (k-1) other tuples. Other models, such as l-diversity[4], have
been proposed. But all these models don’t consider the situation of multiple
publications of data sequence. They always assume that data are published once
and fixed. However in real world, this condition can’t be met. Many departments
need to publish incremental dataset periodically.

In fact, multiple publications naturally form a time sequence of datasets. If
the adversary knows the individual’s QI attributes and published time, he may
draw an inference and narrow down the extent of possible QI attribute values,
even to discover the individual’s sensitive value.

For instance, a medical management board needs to publish the patient ta-
ble every month. To preserve the privacy, the table has to be anonymized for
publishing. Suppose Table 1 contained the patient tuples in the first month and
Table 3 contained the patient tuples in the second month. Suppose that the
number of tuples in each period varies little.

The two basic ideas are independent anonymity and accumulative anonymity.
Independent anonymity method is just to anonymize and publish the tuples in
the current period. Each publication has to meet the k-anonymity requirement.
Table 2 is the 2-anonymity table in the first period and Table 4 is the 2-anonymity
table in the second period. It’s a natural and naive method. But if the adversary
knows someone appears in the two continuous publications, he may compare the
corresponding QI groups and narrow down the extent of possible tuples, even to
discover the individual’s sensitive value.

C. Tang et al. (Eds.): ADMA 2008, LNAI 5139, pp. 500–507, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Table 1. The first period table

Name Zipcode Sex Age Disease
Ally 10375 F 24 Insomnia
Billy 10379 M 35 Heart
Bob 10375 M 46 Cancer
Carl 10379 M 40 HIV

Table 2. 2-anonymity of Table 1

Seq Zipcode Sex Age Disease
1-1 1037* * [24-35] Insomnia
1-2 1037* * [24-35] Heart
1-3 1037* M [40-46] Cancer
1-4 1037* M [40-46] HIV

Table 3. The second period table

Name Zipcode Sex Age Disease
Jerry 10379 M 55 Bird-flu
Frank 10375 M 42 Tracheitis
Peter 10377 M 38 Coprostasis
Tracy 10373 F 21 Gastritis

Table 4. 2-anonymity of Table 3

Seq Zipcode Sex Age Disease
2-1 1037* * [21-38] Gastritis
2-2 1037* * [21-38] Coprostasis
2-3 1037* M [42-55] Tracheitis
2-4 1037* M [42-55] Bird-flu

Table 5. 2-rotation mixed table

Name Zipcode Sex Age Disease
Bob 10375 M 46 Cancer

Frank 10375 M 42 Tracheitis
Carl 10379 M 40 HIV
Peter 10377 M 38 Coprostasis

Table 6. 2-anonymity table of Table 5

Seq Zipcode Sex Age Disease
1 10375 M [42-46] Cancer
2 10375 M [42-46] Tracheitis
3 1037* M [38-40] HIV
4 1037* M [38-40] Coprostasis

Accumulative anonymity method is to anonymize and publish all tuples till
the current period. Each publication has to meet the k-anonymity requirement.
These are two channels to inferences. If an adversary knows that someone doesn’t
exist in the former publication but exists in the later one, he compare two cor-
responding QI groups according to someone’s QI attribute values in the two
publications. If the tuples which exist in the later QI group but don’t exist in
the former are less than k, they become vulnerable to inference. The other chan-
nel is that an adversary knows that someone exists both in the former and later
publications. If the tuples which exist in the corresponding QI groups of two
publications are less than k, they also become vulnerable to inference.

In the analysis of two methods, we notice that temporal background knowl-
edge helps inferences. We should eliminate this background knowledge to avoid
inferences. In this paper, we propose a method, called t-rotation, to form and
anonymize the multiple publications of datasets.

T-rotation means that each publication contains tuples from t continuous
periods datasets and then is anonymized to meet anonymity requirement. Thus
published tuples avoid being recognized by temporal background knowledge.

We have a great number of combinations to form a publication from t contin-
uous periods, so we may choose an adapted combination to reduce information
loss. For example, in Table 5, we choose Frank and Peter from the second period
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with the left tuples of the first period to form the table for anonymity. Compared
to independent anonymity method, our method helps to improve the anonymity
quality.

The remainder of the paper is organized as followings. In section 2, we review
the related work. In section 3, we describe our method in detail. The algorithm
is described in section 4. We present an empirical study in section 5. Then we
conclude in section 6.

2 Related Work

In privacy preserving data publishing, Samarati and Sweeney proposed a prin-
ciple called k-anonymity [6,7]. Beyond the k-anonymity, Machanavajjhala et al.
proposed l-diversity principle [4]. That requires each quasi-identifier group should
have at least l “well-represented” sensitive values. All these methods release
dataset once and fixed. There are two main approaches in anonymity. One is
generalization[1,3,6], and the other is lossy join[11].

Dynamic publication has attracted research recently. Wang and Fung pro-
posed a method to process the “horizontal” increment of data set by lossy join
[9]. The lossy join method is now adopted to achieve anonymity and improve
the utility [11]. Pei et al. proposed a refineness method to process incremental
update [5]. Refineness is to insert the new tuples into the old QI groups and then
split the groups which contain too much tuples. But this method doesn’t take
temporal background knowledge attack into account. Xiao and Tao proposed an
m-invariance model to process incremental update [12]. This model maintains
the sensitive values consistence of QI groups between two publications. But it
introduces the pseudo tuples to meet the sensitive values consistence. Byun et
al. researched the inference channels by comparing publications and proposed
secure method for incremental datasets avoiding these channels [2].

To evaluate the result of anonymity, several metrics are proposed to measure
the information loss. Distortion ratio [10] evaluates the generalization height
ratio between the result table and the full generalization table. The normalized
certainty penalty (NCP) evaluates the extent of generalized value in a QI group
[13]. That is, if a tuple t=(x1,. . . ,xn) on QI attributes (A1,. . . ,An) is generalized
to ([y1, z1],. . . ,[yn, zn]), NCP value of t is NCPt =

∑n
i=1 wi · |zi − yi|/|Ai|, wi is

the weight of attribute Ai and |Ai| is the extent of values on Ai.

3 T-rotation

We consider that a table sequence, called as T1, T2, . . . , Ti, . . ., needs to publish
periodically. Table Ti contains the tuples happened in period i. We assume that
all these Tis share the same schema T and have approximate number of tu-
ples. We consider that a publication sequence, called Pt, Pt+1, . . . , Pi, . . ., is the
released result periodically.

We consider that a function F transforms the original dataset to the released
dataset. According to the independent anonymity method, Pi = F (Ti). But in
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t-rotation method, Pi = F (Ti, Ti−1, . . . , Ti−t+1), t is a positive integer. For each
table Tj, Tj contributes its |Tj|/t tuples into the Pi. For table Ti−t+1, it only left
|Ti−t+1|/t tuples without release since other tuples have been anonymized and
published in the Pi−t+1, Pi−t+2, . . . , Pi−1. For table Ti, it has |Ti| tuples without
release.

We have a great number of combinations to choose adapted tuples into Pi.
For each Tj(i−t+1 ≤ j ≤ i), Tj contains |Tj | ·(j−i+t)/t tuples without release.

So there are Cj =
( |Tj| · (j − i + t)/t

|Tj |/t

)
combinations to choose tuples from Tj

into Pi. So the total number of combinations for Pi is Qi =
∏i

j=i−t+1 Cj . We
evaluate Qi approximately. Since each table is acquired within the same time
interval, we suppose that each of them contains the same number of tuples, here
represented by m. To simplify the inference, we suppose m = t · n. So

Cj =
( |Tj | · (j − i + t)/t

|Tj|/t

)
=
( (j − i + t)n

n

)

Qi =
i∏

j=i−t+1

Cj =
i∏

j=i−t+1

( (j − i + t)n
n

)
=
(

n
n

)
·
(2n

n

)
· . . . ·

(
tn
n

)
=

(tn)!
(n!)t

According to the Stirling Formula, lnN ! = NlnN − N + 0.5ln(2Nπ), Qi is
approximately evaluated as

Qi = tm ·
√

2mπ

(2mπ
t )t

So we have a great number of combinations to form the release dataset. Among
them, we choose an adapted combination to reduce the information loss. But
it’s hard to search all possible combinations to achieve the optimal result, so we
present a greedy algorithm in the section 4.

T-rotation method avoids temporal background knowledge attack by the mix-
ture of t continuous periods datasets. Each publication contains tuples from t
periods and a tuple in period Ti may be anonymized in any of t publications. If
an individual appears in the several continuous periods with the same sensitive
value, we just remove the redundant tuples in the release dataset.

For instance, if an adversary knows an individual’s QI value and his period
Ti, there are t publications Pi, Pi+1, . . . , Pi+t−1 that may contain the individual.
Each publication has at most one QI group that contains the individual. So there
are at most t QI groups that may contain the individual.

At the worst case, only one QI group in these t publications contains the indi-
vidual. The possibility is at most 1/k to find the corresponding tuple according
to k-anonymity. We don’t take the distribution of sensitive attribute value into
account here. If we consider the distribution of sensitive attribute value, we may
adopt l-diversity to anonymity the publication instead of k-anonymity.
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On average, a half of publications have the QI groups which may contain the
individual and each QI group meets the k-anonymity. The possibility is 2/(k · t),
much less than the common k-anonymity.

T-rotation method can’t process and release data at the first (t-1) periods
since it needs t periods to mix up. The first publication releases at the tth period
and contains |Tj|·(t−j+1)/t tuples of Tj , where j=1,2,. . . ,t. The first publication
contains m ·

∑t
j=1(t− j +1)/t = m · (t+1)/2 tuples. Later publication Pi(i > t)

contains |Tj |/t tuples of Tj, as we have described before. According to that
assumption, the size of later publications is m, less than the first publication.

4 Algorithm

It’s hard to search all combination space and we propose a greedy algorithm
for local optimization. Publication Pi comes from t continuous datasets, Ti−t+1,
. . . , Ti. For table Ti−t+1, it only left |Ti−t+1|/t tuples without release. So Pi

must contain these unreleased tuples. Then for table Ti−t+2, we choose half of
the unreleased tuples. We greedily require the tuples selected should be close
to prior tuples every time. Until to Ti, we finish the process and get all tuples
to anonymize. Since these tuples are close to each other, anonymity result will
have a narrow extent in QI attributes and improve the information quality of
publication.

To measure whether the two tuples are close, we define the distance between
two tuples. We only take the QI attribute into account.

First, we consider the case of numeric attributes. Let attribute A be numeric.
Suppose two values a1,a2 on A. Let the distance of two values on A be

dA =
|a1 − a2|
|A| , where |A| = maxt∈T {T.A} −mint∈T{T.A}

is the range of all tuples on attribute A. For example, attribute Age is numeric.
a1 is 32 and a2 is 45. Max and min values are 90 and 17, respectively. So the
distance between a1 and a2 is d=(45-32)/(90-17)=0.18.

Second, we consider the case of category attributes. Since generalization hi-
erarchy exists in a category attribute, we make use of hierarchy to define the

Fig. 1. The hierarchy tree of attribute Employment
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distance of category attribute. Let B be a category attribute and b1,. . . ,bw be
the set of leaf nodes in hierarchy tree of attribute B. For two values on B, b1 and
b2, let u be the node in the hierarchy tree of the attribute B such that u is an
ancestor of b1 and b2 and u contains no descendant node that is the ancestor of
b1 and b2. Node u is called the minimal ancestor of b1 and b2, and size(u) means
the number of distinct leaf nodes covered by u. Define the distance of b1 and b2

as

dB =
size(ancestor(b1, b2))− 1

|B| − 1
,

where |B| is the number of distinct values on attribute B. For example, the
hierarchy tree of attribute Employment is listed in the figure 1. The number of all
values is 8. Distance between “Federal-gov” and “Local-gov” is 2/7 because the
“Government” is their minimal ancestor and the value “government” contains 3
nodes.

For two tuples, t1 and t2, let tuple distance be d =
∑n

i=1 wi·di ,(w1+. . .+wn =
1) where n is the number of QI attributes, wi is the weight on the ith attribute
of QI and di is the distance on the ith attribute of QI. Clearly, when all weights
are set equally, the distance is d =

∑n
i=1 di/n .

Based on tuple distance, we define the distance between a tuple t and a
dataset T as the shortest distance between t and any tuple in T. That is, dt,T =
min{dt,s|s ∈ T }.

For tuple choice, we first define the tuples without release in Ti−t+1 as fixedset
since these tuples must be contained in the Pi. Then we evaluate other tuples
in the Tj(i − t + 1 < j ≤ i) on the distance to the fixedset. We choose the
tuples which correspond to the shortest |Tj |/t distances. So each Tj contributes
|Tj|/t tuples to Pi. All these chosen tuples and fixedset form the Pi. The time
complexity of tuple choice is O(m2) which is acceptable.

At last, we anonymize all tuples in Pi. Anonymity model can be k-anonymity
or l-diversity, according to application requirement.

5 Experiments

In this section, we report an empirical study on the effectiveness of our proposed
method on multiple publications of data sequence. We compare our method
to the independent anonymity and accumulative anonymity. Experimental data
come from the Adult database of UCI Machine Learning Repository[8]. The
Adult database contains 45,222 tuples from US census data. We remove tuples
with missing values.

We choose 7 attributes as QI, including Age, Sex, Race, Marital, Education,
Country and Employment. We choose Occupation as sensitive attribute.

To examine the effectiveness on multiple publications, we partitioned all tuples
into 20 disjoined parts for 20 periods. Each part contains the same number of
tuples. We marked these parts with sequence number from 1 to 20. Thus we had
total 20 tables for 20 periods.
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Fig. 2. Vulnerable tuples Fig. 3. Anonymity quality

We first investigated the vulnerable tuples number in the accumulative method.
For simplicity, we only compared two continuous publications to find the vulnera-
ble tuples. If we found an inference channel, we counted the number of tuples which
were vulnerable by it. Our rotation method are free of these inference channels.

Figure 2 shows the number of vulnerable tuples when k=3 and 6 among
datasets incremented by 2,000. As expected, more tuples become vulnerable as
the k parameter of anonymity get larger.

Then we adopted the NCP metric (described in Section 2) to evaluate the
quality of anonymity. When the NCP value is lower, the anonymity quality
is higher. We compared anonymity quality resulted by independent anonymity
method and our t-rotation method.

Fig. 4. Anonymity quality on t Fig. 5. Anonymity quality on size

We compared the average NCP value of 20 periods incremented by 1,000 when
parameter k gets different values. Figure 3 shows that result. We notices that t-
rotation (t=4) method gets much lower average NCP value than the independent
method. Because t-rotation method chooses close tuples together from t periods,
our method achieves much higher anonymity quality. Then we compared the
effect of different t values. Figure 4 shows that larger t gets lower NCP but its
influence is not much. That is because larger t means more combinations for
a better choice. Last we compared the effect of the incremental size. Figure 5
shows that larger increment size gets lower NCP because larger size means much
more combinations for a better choice.
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6 Conclusions

In this paper, we presented an approach to securely anonymize a continuous
growing dataset while assuring higher anonymity quality. We propose t-rotation
method to process the multiple publications of privacy preserving data sequence.
T-rotation is to mix and regroup t continuous datasets periodically and then
anonymizes the data. This method avoids the inferences by temporal background
knowledge. Choosing an adapted combination from continuous periods also con-
siderably improves the anonymity quality of publication.
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Abstract. In this paper, a hybrid intelligent system, combining kernel principal 
component analysis (KPCA) and wavelet support vector machine (WSVM), is 
applied to the study of predicting financial distress. KPCA method is used as a 
preprocessor of classifier to extract the nonlinear features of input variables. 
Then a method that generates wavelet kernel function of the SVM is proposed 
based on the theory of wavelet frame and the condition of the SVM kernel func-
tion. The Mexican Hat wavelet is selected to construct the SVM kernel function 
and form the wavelet support vector machine (WSVM). The effectiveness of 
the proposed model is verified by experiments through the contrast of the re-
sults of SVMs with different kernel functions and other models.  

Keywords: Financial Distress; Kernel Principal Component Analysis; Wavelet 
Support Vector Machine. 

1   Introduction 

In recent three decades, predicting financial distress has been an important topic in 
accounting and finance [1]. Creditors, stockholders and senior management are all 
interested in predicting financial distress because it affects all of them alike. As a 
forecasting tool, an accurate financial distress prediction model can provide them with 
timely warnings. From a managerial perspective, financial distress forecasting tools 
allow to take timely strategic actions so that financial distress can be avoided. For 
stakeholders, efficient and automated credit rating tools allow to detect client that are 
to default their obligations at an early stage. 

Originally, Statistical methods had been used to developing more accurate finan-
cial distress prediction models. In order to develop a more accurate and general appli-
cable prediction approach, data mining and machine learning techniques are em-
ployed [2]. Recently, new algorithms in machine learning, support vector machines 
(SVMs) [3], developed by Boster, Guyon, and Vapnik (1992) provide better solutions 
to design boundary than that of neural network. Since the new model was proposed, 
SVM has been successfully applied to numerous fields, including digital image identi-
fication, time series forecasting and bankruptcy prediction. 

But there exists a problem in the practical application of SVM. In the real financial 
prediction, there are usually many irrelevant variables in the sample data spoiling the 
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classification of the SVM classifier, increasing many unwanted calculations and de-
creasing the real-time capacity of the financial prediction. A feasible option to solve 
this problem is to use some dimensionality-reducing methods such as the kernel prin-
ciple component analysis (KPCA) [4] to extract the nonlinear features of the sample 
data. Consequently, the efficiency of the financial distress prediction model can be 
improved further. 

On the other hand, kernel function selection is another problem to form an efficient 
SVM classifier. If the kernel function is not selected correctly, the performance of the 
classifier will be influenced. In this paper, a method that generates wavelet kernel 
function [5] with the SVM is propose, based on the theory of wavelet frame and the 
SVM kernel function. Then, the Mexican Hat wavelet is selected to construct the 
SVM kernel function and form the wavelet support vector machine (WSVM). 

2   Basic Concept of Models 

2.1   Kernel Principal Component Analysis 

The basic ideal of KPCA is using ( )t tx x→ ∅  to map the original input data 

( )m lX R m l×∈ <  into a n-dimensional feature space ( )H n l m>� , and ( )tx∅  has 

been standardized by column in H , and so the Covariance matrix of ( )tx∅ is: 

( ) ( )
1

1 l T

t tt
C x x

l =
= ∅ ∅∑�                                  (1) 

Decomposing the C�  eigenvalue, (1) can be transformed to the eigenvalue problem 
(2): 

, 1, , ,i i iu Cu i lλ = =� …                                     (2) 

iλ  denotes one of the non-zero eigenvalue of C� , iu  denotes the corresponding ei-

genvector of  iλ , equation (2) can be transformed to the eigenvalue problem (3): 

, 1, , ,i i iK i lλ α α= =� …                                   (3) 
K  denotes the l l×  kernel matrix. iλ  denotes the eigenvalue of K , satisfying 

i ilλ λ=� , iα  denotes the corresponding eigenvector of K , satisfying: 

( ) ( )
1

l

i i j
j

u j xα
=

= ∅∑   ( ) , 1, ,i j j lα = …                    (4) 

( ) ,i j jα are the components of iα . The value of each element of K  is equal to the 

inner product of two high dimensional feature vectors ( )ix∅  and ( )jx∅ . That is: 

( ) ( ) ( ),i j i jK x x x x= ∅ ⋅∅                                           (5) 

For assuring the previous hypothesis ( )tx∅  is of unit length, namely 1i ju u⋅ = , iα  
must be normalized using the corresponding eigenvalue by: 
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, 1, ,i
i

i

i l
αα
λ

= =� …
�

                                 (6) 

At last, based on the estimated iα� , the principal component for tx  is calculated by: 

( ) ( ) ( ) ( )
1

, , 1, ,
l

T
t i t i j t

j

s i u x j K x x i lα
=

= ∅ = =∑ � …                         (7) 

In addition, for making the input samples ( )
1

0
l

tt
x

=
∅ =∑ , centralizing, in (4), the 

kernel matrix on the training set K  and on the testing set tK  are respectively modi-

fied by: 
1 1

11 11T T
l l l lK I K I

l l
⎛ ⎞ ⎛ ⎞= − −⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

�                             (8) 

1 1
1 1 11

t

T T
t t l l l lK K K I

l l
⎛ ⎞⎛ ⎞= − −⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

�                            (9) 

where I  denotes l -dimensional matrix, tl  denotes the number of testing data points, 

1t and 1
tl
 represent the vectors whose elements are all ones, with length l  and tl  

respectively, tK  represents the tl l×  kernel matrix for the testing data points. 

It has been found that, inputting data set to m lX R ×∈ , the maximal number of prin-
cipal components is extracted better by KPCA. If several eigenvectors be used to 
determine the eigenvalues, KPCA can decrease the dimensions. 

2.2   Non-linear Support Vector Machine 

The basic idea of designing a non-linear SVM model is to map the input vector 
n

X R∈ into vectors z  of a higher-dimensional feature space F ( ( )Z X= ϕ , where ϕ  

denotes the mapping n fR R→ ), and to solve a nonlinear classification problem in this 
feature space: 

1 2( ) [ ( ), ( ), , ( )]T f
n nX Rn Z X a X a X a X R1 2∈ → = ϕ ϕ … ϕ ∈                  (10) 

The mapping function ( )Xϕ (also called kernel function) selected by the user in ad-

vance. By replacing the inner product for non-linear pattern problem, the kernel func-
tion can perform a non-linear mapping to a high-dimensional feature space. 

The learning algorithm for a non-linear classifier SVM follows the design of an 
optimal separating hyper plane in a feature space. Accordingly, the dual Lagrangian 
in z -space is: 

1 , 1

1
( )

2

l l

d i i j i j i j
i i j

L y y z z
= =

α = α − α α∑ ∑                                 (11) 

And using the chosen kernel, the Lagrangian is maximized as follows: 

Maximize: 
1 , 1

1
( ) ( , )

2

l l

d i i j i j i j
i i j

L y y K x x
= =

α = α − α α∑ ∑  

Subject to: 0, 1, ,iC i l≥ α ≥ = "  
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1

0
l

i i
i

yα
=

=∑                                                  (12) 

In this way, the influence of the training data point will be limited and remained on 
the wrong side of a separating non-linear hyper plane. The decision hyper plane ( )d x  
and the indicator are as follows: 

1 1

( ) ( , ) ( ( )) ( ( , ) )
l l

i i i F i i i
i i

d x y K x x i sign d x sign y K x x bα α
= =

= = = +∑ ∑        (13) 

Depending upon the chosen kernel, the bias term b  may implicitly be a part of the 
kernel function. For example, the bias term b is not required when Gaussian RBFs are 
used as kernels. 

2.3   Wavelet Kernel Function 

In Hilbert space H , there is a function family{ }k k K∈
ψ . If there exists 0 A B< < < ∞  

for all f H∈ , then 
2 2 2

, k
k

A f f B f≤ < ψ > ≤∑                                    (14) 

{ }k k K∈
ψ  is named as a frame in H . While A  and B  are called the lower and the 

upper boundary of the frame, respectively. Especially, it is called tight frame if 
A B= , and orthogonal frame if 1A B= = . When kψ =1, { }k k K∈

ψ  is the standard 

orthogonal basis. For each f , which belongs to H , can be decomposed to the fol-

lowing form: 

, ,k k k k
k k

f f f= < ψ > ψ = < ψ > ψ∑ ∑                        (15) 

Wherein, kψ is dual frame of kψ . 

In square integrable space 2 ( )L Ω , { }iF = ψ is a frame, which has a increasing 

positive sequence{ }iλ . And the function of ( , )K x y  can be expressed in the follow-

ing form: 
( , ) ( )i i i

i

K x y x y= λ ψ ( )ψ∑                                       (16) 

In the above formula, definite function is semi-positive. 
Mercer Theorem: The necessary and sufficient condition that symmetric function 
( , ')K x x  under 2L being inner producer of the characteristic space is: 

To all 0g ≠  and 2 ( )
dR

g dξ ξ < ∞∫ , condition ( , ') ( ) ( ') ' 0
d dR R

K x x f x f x dxdx
⊕

≥∫∫  is 

holding. 
This theorem provided the straightforward procedure to judge and construct the 

kernel function. The formula (16) is to be allowed to be used as kernel function in 
SVM so long as it satisfies the Mercer condition.  
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3   The KPCA-WSVM Model 

Prior knowledge is not necessary when applying kernel principal component analysis 
approach. It can deal with imperfect information only based on the information of the 
data itself. Through mapping the original data into higher-dimensional features space, 
the nonlinear features of input variables could be attained, then the noisy data can be 
removed and the performance of classifier be optimized. In this paper, kernel princi-
pal component analysis approach is used as a preprocessor to attain principal compo-
nents of input variables. 

Previously, we have already made out the general kernel function of SVM based on 
the wavelet. After determining wavelet kernel function, the model can be determined. 
In this paper, we choose the commonly Mexican Hat wavelet function 

2
2( ) (1 )exp( )

2

x
x xψ = − −  to construct the translation Invariant wavelet kernel function. 

As mentioned above, the translation Invariant kernel function produced by the 
Mexican Hat wavelet is: 

2 2' ''

2 21 1
( , ') ( ') 1 exp

2

d d
i i i ii i

i i
i i i

x x x xx x
K x x K x x

a a a= =

⎡ ⎤ ⎡ ⎤− −⎡ ⎤− ⎢ ⎥ ⎢ ⎥= − = Π ψ = Π − −⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦
     (17) 

', , ; 0; , ' d
i i i ix x a R a x x R∈ ≠ ∈  

It is one kind of permission SVM kernel function. 
This structure between WSVM and standard SVM are consistent, but the non-

linear mapping and the kernel function are different. Suppose that training sample is 

G =  { } 1
( , )

n

i i i
x y

=
, d

ix R∈ is input vectors, iy R∈ is the expected value, n is the num-

ber of points. And the number of suppose vectors is N , they are 1 2, , , nSV SV SV… . 

Then the corresponding wavelet frame that satisfies the Mercer condition is attained 
by wavelet transformation. And the kernel function is attained by formula (16). The 
non-linear SVM classifier is as follows: 

2 2

2 21
1

( ( )) 1 exp
( ) 2( )

i i i il d k k

F k k i ii
i k k

x x x x
i sign d x sign y

a a
α

==

⎛ ⎞⎡ ⎤ ⎡ ⎤− −⎜ ⎟⎢ ⎥ ⎢ ⎥= = Π − −⎜ ⎟⎢ ⎥ ⎢ ⎥⎜ ⎟⎣ ⎦ ⎣ ⎦⎝ ⎠
∑          (18) 

In this formula, i
kx denotes the ith component in the kth  training data. Thus, based 

on the wavelet kernel function and SVM we form a new classifier. But SVM cannot 
optimize the kernel function parameter. In this paper, i

ka is fixed as a , therefore, the 

number of kernel function parameter turns to be 1. The wavelet kernel ultra-parameter 
a can be selected by using the Cross-Validation method. 

4   Experiment and Analysis 

Experiments were performed to examine three kinds of validation: (1) interval valida-
tion (matched samples), (2) external validation (holdout sample prediction) and (3) 
external validation (simulated sample prediction). The experiments were made using 
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different model: Fisher, Probit, BPN, SVM with RBF kernel function (RBF-SVM), 
SVM with Polynomial kernel function (PSVM), SVM with Sigmoid kernel function 
(SVM) and Wavelet SVM (WSVM). Besides the accuracy of the prediction of finan-
cial distress, Type I and TypeⅡ error were analyzed among these experiments. 

4.1   Research Data  

In this study, 50 financial ratios and 460 listed companies are selected to be our 
analysis samples. These companies are divided into distressed and non-distressed sets. 
In this paper, the distressed companies are defined as ST companies. In order to in-
crease the rationality, we selected the ST and non-distress companies in pairs. 

In cases of SVM, Fisher and Probit, each data set is split into two subsets: a train-
ing set of 80% (368) and a holdout set of 20% (92) of the total data (460), respec-
tively. The holdout data is used to test the results. 

In case of BPN, each data set is split into three subsets: a training set of 60% (276), 
a validation set of 20% (92), and a holdout set of 20% (92) of the total data (460) 
respectively, where the validation data is used to check the results. 

4.2   Application of Kernel Principal Component Analysis  

There are many redundant information and noises in the data for the firms’ difference 
in trade or asset scale. In order to intensify the anti-interference ability of classifier, in 
this paper, we selected KPCA strategy to attain the principal components of original 9 
financial ratios. It projects the data to a higher-dimensional feature space, and then 
removes the noisy data. At last, we get 7 principle components in which 94.18% in-
formation is included. The principal components are shown in Table 1. 

Table 1. List of tested principal components 

Principal component Elucidative financial ratio Contribution rate 
Cash ratio 0.711 

Return rate on main business 0.817 
Z1 

Earnings Before Interest 0.767 
Z2 assets and liabilities ratio 0.644 
Z3 inventory turnover ratio 0.596 

inventory turnover ratio 0.443 
account receivable velocity 0.422 

Growth rate of net cash flow on business 0.410 

Z4 

Cash rate on main business 0.516 
Z5 account receivable velocity 0.724 
Z6 Growth rate on main business 0.706 
Z7 Growth rate of net cash flow on business 0.489 

4.3   Prediction Accuracies of Matched Samples  

The average   prediction   accuracy of   the failing company model is 97.17% in the 
first year before failure, 96.31% in the second year, and 94.14% in the third year as 
presented in Table 2. Artificial intelligence models (BPN, RBF-SVM, PSVM, SSVM 
and WSVM) are able to perfectly predict financial failure (100% accuracy), in the  
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Table 2. Prediction accuracies of models in matched sample 

Year-1 Year-2 Year-3 
Models 

Accuracy Type
error 

Type
error 

Accuracy Type
error 

Type
error 

Accuracy Type
error 

Type
error 

Fisher 0.8696 0.1087 0.1522 0.8397 0.1304 0.1902 0.7907 0.2609 0.1576 
Probit 0.9321 0.125 0.0109 0.9022 0.1522 0.0435 0.7989 0.2391 0.1631 
BPN 1.0000 0.0000 0.0000 1.0000 0.0000 0.0000 1.0000 0.0000 0.0000 

RBF-SVM 1.0000 0.0000 0.0000 1.0000 0.0000 0.0000 1.0000 0.0000 0.0000 
PSVM 1.0000 0.0000 0.0000 1.0000 0.0000 0.0000 1.0000 0.0000 0.0000 
SSVM 1.0000 0.0000 0.0000 1.0000 0.0000 0.0000 1.0000 0.0000 0.0000 
WSVM 1.0000 0.0000 0.0000 1.0000 0.0000 0.0000 1.0000 0.0000 0.0000 
Average 0.9717 0.0334 0.0233 0.9631 0.0404 0.0334 0.9414 0.0714 0.0458

 

first year, second and third years before failure. Fisher exhibited the lowest predictive 
accuracies of all the models. Fisher and Probit models yielded the highest Type I and 
Type Ⅱ errors, respectively, in all years before failure.  

4.4   Prediction Accuracies of Holdout Samples  

The holdout method, sometimes called test sample estimation. In this paper, two 
thirds of the data are commonly used as the training set and the remaining one third 
are then used as the test set. The models used to predict financial distress were trained 
using the preceding years’ data. As it is shown in Table 3, the average predictive 
accuracy was 87.53% in the first year before financial distress, and 83.54%, 80.28% 
in the second and third year. The proposed model, WSVM, outperformed other mod-
els in the three situations. The WSVM had the highest predictive accuracy, the lowest 
Type I  error and Type Ⅱ error. 

Table 3. Prediction accuracies of models in holdout sample 

Year-1 Year-2 Year-3 
Models 

Accuracy TypeⅠ 
error 

TypeⅡ 
error 

Accuracy TypeⅠ 
error 

TypeⅡ 
error 

Accuracy TypeⅠ 
error 

TypeⅡ 
error 

Fisher 0.7826 0.174 0.2609 0.7609 0.1739 0.2609 0.7283 0.2391 0.3043 
Probit 0.8152 0.1522 0.2174 0.7717 0.1522 0.3043 0.7500 0.1739 0.3261 
BPN 0.8261 0.1087 0.2391 0.8043 0.1087 0.2826 0.7717 0.1522 0.3043 

RBF-SVM 0.9239 0.0652 0.0870 0.8696 0.1087 0.1522 0.8261 0.0652 0.2826 
PSVM 0.9022 0.0870 0.1087 0.8587 0.1522 0.1304 0.8043 0.1739 0.2174 
SSVM 0.9130 0.6522 0.1087 0.8587 0.1739 0.1087 0.8369 0.1304 0.4957 
WSVM 0.9639 0.0217 0.0435 0.9239 0.0652 0.0869 0.9021 0.0435 0.1522 
Average 0.8753 0.1801 0.1522 0.8354 0.1335 0.1894 0.8028 0.1397 0.2975 

4.5   Prediction Accuracies of Stimulated Samples 

In this section, the simulated samples are constructed by bootstrap technique eluci-
dated by Efron (1993). The original sample of 84 enterprises is divided into a training 
sample 56 enterprises and a validation sample 28 enterprises. The financial distress  
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Table 4. Prediction accuracies of models in stimulated sample 

Prediction accuracies of financial models 
Bootstrap times

Fisher Probit BPN RBF-SVM PSVM SSVM WSVM 

100 0.68 0.68 0.71 0.72 0.75 0.79 0.8 
200 0.72 0.68 0.71 0.73 0.76 0.77 0.75 
300 0.71 0.71 0.7 0.73 0.77 0.76 0.81 
400 0.7 0.72 0.72 0.75 0.76 0.79 0.78 
500 0.73 0.71 0.74 0.74 0.77 0.78 0.82 

models are predicting for varying samples, by bootstrapping from 100 to 500 times, to 
evaluate the reliability of validation. As the Table 4 shows, WSVM performed well 
when applied to the simulated sample when bootstrapping was performed various 
numbers of times. The result implied that the predictive accuracy of the SVM was 
dramatically increased by using the wavelets kernel function. 

5   Conclusion and Future Work 

This study pioneered on applying kernel principal component analysis to attain finan-
cial features and wavelets frame as kernel function of support vector machine for 
financial distress prediction. Therefore, the primary target of this study is to apply this 
new model to increase the predictive accuracy of financial failure. Experiment results 
reveal that the proposed WSVM model is a very promising hybrid SVM model for 
predicting financial distress in terms of both predictive accuracy and generalization 
ability. The contribution of this study demonstrate that the proposed model performed 
well when applied in the holdout sample, revealing the generalization of this model to 
forecast financial distress firms in various industries. 
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Abstract. Outlier mining is an important branch of data mining and has at-
tracted much attention recently. The density-based method LOF is widely used 
in application. However, selecting MinPts is non-trivial, and LOF is very sensi-
tive to its parameters MinPts. In this paper, we propose a new outlier detection 
method based on Voronoi diagram, which we called Voronoi based Outlier De-
tection (VOD). The proposed method measures the outlier factor automatically 
by Voronoi neighborhoods without parameter, which provides highly-accurate 
outlier detection and reduces the time complexity from O(n2) to O(nlogn). 

1   Introduction 

Outlier detection has many important applications in financial surveillance, market-
ing, fraud detection and intrusion discovery. Mining outliers in database is to find 
exceptional objects that deviate from the rest of the data set [1]. 

Methods for outlier detection in large data sets are drawing increasing attention.  
Various data mining algorithms for outlier detection have been proposed. The ap-
proaches can be classified into distribution-based[2], depth-based[3], clustering[4], 
distance-based[5], and density-based[6].  

The density-based outlier mining algorithm was proposed by Breunig et al [6]. It 
relies on the Local Outlier Factor (LOF) to measure the degree of outlying for an 
object with respect to its surrounding neighbors. The LOF value depends on how the 
data points are closely packed in its local reachable neighborhood. The neighborhood 
is defined by the distance to the MinPts-th nearest neighbor, where MinPts is the 
minimum number of points of the nearest neighbors. The LOF algorithm is able to 
detect all forms of outliers including those that could not be detected by the distance-
based algorithms. 

The density-based methods are the current state of the art in outlier detection and 
widely used in many domains. But they have some common problems. 

(1) The biggest hurdle of effectively applying the density-based outlier mining al-
gorithms is the determination of their input parameter MinPts. The parameter should 
be either known a priori or estimated and optimized by trial-and-error with the help of 
expert opinions.  
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(2) LOF is very sensitive to its parameter MinPts. Because LOF ranks points only 
considering the neighborhood density of the points, thus it may miss the potential 
outliers whose densities are close to those of their neighbors [7, 10]. 

(3) LOF must calculate k-distance neighborhoods of all objects. Computing k-
distance of p involves computing distances of all objects within p’s neighborhood, 
which is very expensive when MinPts is large. The time complexity of LOF is O(n2) 
for all the n objects in the database. 

In this paper, we propose a new VOD method to overcome the problems of density-
based outlier detection method. The main contributions of this paper are as follows: 

• We introduce the Voronoi neighbor outlier factor (VNOF), and use the Voronoi 
nearest neighbor instead of a fixed number nearest neighbor to calculate the out-
lier factor of a data point. With respect to the existing density-based outlier detec-
tion method, the VNOF performs better in identifying local outliers that deviate 
from the main patterns. 

• We propose a nonparametric outlier detection method. The candidate outliers are 
ranked based on the outlier score assigned to each data point. 

• We propose a new outlier detection algorithm base on Voronoi diagram, which is 
more efficient and effective than density-based method. The running time of our 
algorithm is O(nlogn), where n is the size of dataset. 

The rest of this paper is organized as follows. In section 2, we discuss related work 
on outlier detection and their drawbacks. Section 3 introduces the basic properties of 
Voronoi diagram and describes our VOD method. Section 4 presents an experimental 
evaluation, and we conclude in Section 5. 

2   Related Work 

Researchers have developed various algorithms to improve the density-based method. 
Papadimitirou et al. proposed a LOCI outlier detection method [7]. This method se-

lects a point as an outlier if its multi-granularity deviation factor (MDEF) deviates 
three times from the standard deviation of MDEF in a neighborhood. However, the 
cost of computing the standard deviation is high.  

LSC-Mine proposed in [8] improves upon the response time of LOF by avoiding 
the computation of reachability distances and local reachability densities. In addition, 
data objects that are not likely outlier candidates are pruned as soon as they are identi-
fied. But it is need to determine the parameter k. 

A connectivity-based outlier factor (COF) scheme was introduced in [9], which 
improves the effectiveness of an existing local outlier factor (LOF) scheme when a 
pattern itself has similar neighborhood density as an outlier. However, it is also need 
to determine the prior parameter k. 

A spatial local outlier measure (SLOM) was proposed to discern local spatial out-
liers that are usually missed by global techniques [11]. The final cost of the SLOM is 
O(nk log n + kdn), where k is a prior parameter.  

In [12], a reference based outlier detection method was proposed, which uses the 
relative degree of density with respect to a fixed set of reference points to calculate 
the neighborhood density of a data point. The running time of the algorithm based on 
this approximation is O(Rnlogn) where n is the size of dataset, and R is the number of 
reference points to be determined prior.  
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A histogram method was proposed in [13] to efficiently approximate densities 
rather than explicit computation using nearest neighbors. By discarding points within 
these regions from consideration, the histograms method significantly reduce the 
number of nearest neighbor calculations for local outliers. But it also need a prior 
parameter k. 

The above algorithms reduce the computation of LOF to some extent. However, 
they need the determination of the prior parameters. 

Some nonparametric outlier mining algorithm was proposed recently. Fan et al 
proposed a nonparametric outlier mining algorithm which can efficiently identify top 
listed outliers from a wide variety of datasets [14], and generates reasonable outlier 
results by taking both local and global features of a dataset into consideration. A mu-
tual-reinforcement-based local outlier detection approach was proposed in [15], which 
attempts to find local outliers in the center rather than around the boarder. For cate-
gorical/ordinal data, it does not need to use a MinPts parameter. Another nonparamet-
ric outlier detection approach was proposed, which based on a local density estima-
tion using kernel functions [16].  

These nonparametric outlier mining methods have overcome the prior parameters 
problem, but the running time of the algorithms has not been improved. 

3   Proposed Method 

In this section we first introduce the basic properties of Voronoi diagram, and then 
describe our VOD method. 

3.1   Preliminaries 

Definition 1 (Voronoi diagram). Given a set S of n points p1, p2. . . pn in the plane, 
the Voronoi diagram, denoted as Vor(S), is a subdivision of the plane into Voronoi 
cells. The Voronoi cell, denoted as V(pi) for pi, to be the set of points q that are closer 
or as close to pi than to any other point in S . That is 

V(pi)={ q| dist( pi, q ) ≤ dist( pj, q ) , ∀ j≠i } 

where dist is the Euclidian distance function.  

See Figure 1 for an example.  
The Voronoi diagram decomposes the plane into n convex polygonal regions, one 

for each pi. The vertices of the diagram are the Voronoi vertices, and the boundaries 
between two Voronoi cells are referred to as the Voronoi edges. The boundaries of a 
Voronoi cell V(pi) is a Voronoi polygon having no more than n-1 edges.  

Voronoi diagram contains all of the proximity information defined by the given set 
[17]. It is one of the most important structures in computational geometry, and has 
been widely used in clustering, learning, graphics, and other applications. We focus 
on the properties of the Voronoi diagram related to the nearest neighbor problem in 
outlier detection. 

Theorem 1. Every nearest neighbor of pi defines an edge of the Voronoi polygon 
V(pi)[ 17]. 
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Fig. 1. Voronoi diagram 

Theorem 2.  Every edge of the Voronoi polygon V(pi) defines a nearest neighbor of pi
 

[17]. 

Theorem 3. For n ≥ 3, A Voronoi diagram on n points has at most 2n-5 vertices and 
3n-6 edges [17]. 

Theorem 4. The Voronoi diagram of a set of n points can be constructed in O(nlogn) 
time and this is optimal [17]. 

There are four fairly well-known algorithms for constructing Voronoi diagrams, in-
cluding divide-and-conquer, randomized incremental, plane sweep, and reduction to 
convex hulls. 

Theorem 5. With the Voronoi diagram, nearest neighbor search can be performed in 
O(logn) time, which is optimal [17]. 

3.2   The VOD Method 

The Voronoi diagram captures the proximity uniquely. We address the outlier detec-
tion by refining the concept of a neighborhood with the Voronoi diagram. 

Given a data set S, the neighborhood relationship is the inherent properties of the 
data set. For a point pi∈S, each edge of the Voronoi polygon V(pi) defines a nearest 
neighbor of pi. The numbers of nearest neighbor vary for different points; it can’t be 
of a fixed number k. Once the polygons are formed, it creates a periphery of the im-
mediate neighborhood in the form of neighborhood. Therefore, the k nearest neighbor 
definition in the existing density-based method is not reasonable, and results in a 
quadratic number of pair wise distance evaluations.  

To solve the problems, we propose a Voronoi based Outlier Detection (VOD) 
method based on the Voronoi diagrams to define the neighborhood relationship. 

Definition 2 (Voronoi nearest neighbor). For a point pi of set S, the nearest 
neighbors of pi defined by the Voronoi polygon V(pi) are the Voronoi nearest 
neighbor of pi, denoted as VNN (pi). 

In Figure 1, the Voronoi nearest neighbors of point p1 are p2, p3, p4, p5 and p6. 

Definition 3  (Voronoi reachability density). The Voronoi reachability density of 
point pi defined as 
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where | VNN (pi)| is the number of points in VNN (pi). 
Intuitively, the Voronoi reachability density of point pi is the inverse of the average 

distance based on the Voronoi nearest neighbors of pi. 

Definition 4 (Voronoi neighbor outlier factor). The Voronoi neighbor outlier factor 
of pi is defined as 
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The Voronoi neighbor outlier factor of pi is the average of the ratio of the local Vo-
ronoi density of pi and those of pi’s Voronoi nearest neighbors.  

The VOD outlier detection algorithm based on the discussion is illustrated below. 

Algorithm1.VOD outlier detection 
Input. Data set S 
Output. Outlier factor of the points in S, in descend-
ing order 
1. Constructing Voronoi diagrams Vor(S) of data set S. 
2. For each pi∈S, compute Voronoi reachability density 
VRD(pi) by Eq.(1) 
3. For each pi∈S, compute Voronoi neighbor outlier fac-
tor VNOF(pi) by Eq.(2) 
4. Sort the data by VNOF(pi) in descending order 

3.3   Complexity Analysis 

Given a data set of S points p1, p2. . . pn, computing the outlier factor of the data set in 
descending order involves the following steps: 

The first step is to construct the Voronoi diagrams Vor(S) of data set S. By theorem 
4, the computational cost is O(nlogn).  

The second step is to compute the Voronoi reachability density VRD(pi) for pi, we 
need to find the Voronoi nearest neighbors of pi and calculate the distance between 
them. By theorem 5, with the Voronoi diagram, a single nearest neighbor query can 
be performed in O(logn), the cost of all nearest neighbor query is O(nlogn). By theo-
rem 2, each edge of the Voronoi polygon V(pi) defines a nearest neighbor of pi. Each 
edge shared between two polygons is an explicit representation of a neighborhood 
relation between two points. By theorem 3, a Voronoi diagram on n points has at most 
3n-6 edges. The times to calculate the distance between the points is at most 2(3n-6); 
the cost of computing the distance is O(n). Thus, the cost of the second step is 
O(nlogn), so is the third step. 

Finally, we sort the data by VNOF(pi) in descending order, for which the cost is 
O(nlogn). 

Thus, the final cost of the algorithm is O(nlogn). Compared with the LOF method, 
the time complexity is reduced from O(n2) to O(nlogn). 
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4   Experimental Evaluation 

In this section, we will perform an experimental evaluation to show that the proposed 
VOD outlier detection method can efficiently identify local outliers, and compare the 
performance of the proposed method with the existing density-based methods. 

The experiments are executed on P4 2.0GHz CPU with 768Mb RAM running WIN 
XP. The algorithm is implemented by MATLAB 7.1. Our experiment considered the 
outlier detection in IBM stock daily closing prices time series, which can downloaded 
from http://www-personal.buseco.monash.edu.au/~hyndman/TSDL/ korsan/dailyibm. 
dat. The time series contains 3333 data points from 1/1/1980 to 10/8/1992. By piece-
wise-linear representation [18], the time series is transformed into 826 linear seg-
ments, which represented by points (length, slope), where slope is the volatility of the 
closing prices. 
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Fig. 2. Outlier detection result from LOF, k=3 and MinPts = 3. There are 7 outliers in the high 
density region, which is obviously wrong. 
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Fig. 3. Outlier detection result from VOD. All the 10 outliers are detected correctly by VOD. 
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Figure 2 shows the outlier detection result from LOF, where we set k=3 and 
MinPts = 3. The 10 outliers are denoted by red small circle. There are 7 outliers in the 
high density region, which is obviously wrong. When we set k and MinPts varying 
from 4 to 10, the outlier detection results from LOF are not improved obviously. The 
result of VOD method showed in figure 3 captures all the 10 outliers correctly. 

With the 826 data points, the running time of VOD is 2.6 seconds while that of 
LOF is 416.8 seconds, which shows VOD is more efficient than LOF. 

5   Conclusions 

In this paper, we have proposed an efficient VOD outlier detection method that uses 
the Voronoi nearest neighbor instead of a k nearest neighbor to calculate the outlier 
factor of a data point. With respect to the popular LOF outlier detection, the proposed 
method performs better in identifying local outliers that deviate from the main pat-
terns in a given dataset, and need no parameter. The running time of our algorithm is 
O(nlogn) where n is the size of dataset, which shows VOD method is more efficient 
than LOF. 

In performing the VOD algorithms for high-dimensional dada set, we can construct 
an approximate Voronoi diagram of near linear size [19], which ensures the VOD 
method perfectly in the same way. 
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Abstract. Many classifiers achieve high levels of accuracy but have lim-
ited use in real world problems because they provide little insight into
data sets, are difficult to interpret and require expertise to use. In ar-
eas such as health informatics not only do analysts require accurate
classifications but they also want some insight into the influences on
the classification. This can then be used to direct research and formu-
late interventions. This research investigates the practical applications of
Automated Weighted Sum, (AWSum), a classifier that gives accuracy
comparable to other techniques whist providing insight into the data.
AWSum achieves this by calculating a weight for each feature value that
represents its influence on the class value. The merits of AWSum in clas-
sification and insight are tested on a Cystic Fibrosis dataset with positive
results.

1 Introduction

In an ideal situation a classifier would be able to not only classify accurately but
convey to the user, who may not be an expert in data mining, the contribution
that the various feature values make to the classification. If this were able to be
achieved it would allow a greater understanding of the problem area and help
point to areas for possible investigation and intervention. This is particularly
pertinent in health informatics and medical research. Medical researchers want
to be able to accurately classify a disease and also gain insight that leads to
further research or possible interventions. In order to achieve this a classifier
would need to be transparent in its process and provide insights that accurately
conveyed meaning to the analyst. In striving for accuracy, many classifiers have
become complex and difficult to interpret. Bayesian approaches [2] require the
analyst to compare probabilities for each class in order to see any influences on
the classification. Connectionist approaches [6] provide little meaningful visuali-
sation of influences. Geometric approaches, such as Support Vector Machines [8],
are difficult to interpret as the problem space has been transformed. Trees and
rules [4] provide a visual representation of the influences on classification that
don’t necessarily contain all feature values or quantify the influence. They are
also not always easy to interpret. While regression can indicate the importance
of features it doesn’t easily provide insight into its processes.

C. Tang et al. (Eds.): ADMA 2008, LNAI 5139, pp. 524–531, 2008.
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This research investigates the, Automated Weighted Sum (AWSum) clas-
sification technique [5]. AWSum provides insight into the data that is simple
and visual to interpret whist maintaining accuracy comparable with other clas-
sifiers. It does this by formulating a weight for each feature value that indicates
its relative influence on the classification. The application of AWSum to parts
of The Australian Cystic Fibrosis Data Registry (ACFDR) database [11] is in-
vestigated demonstrating potentially valuable insights that can be obtained by
applying this approach.

When we discuss insight we mean that the technique provides an analyst with
an appreciation of the influence that a feature value has on the class value. For
example it is intuitive to ask the question: what influence does high blood pres-
sure have on the prospects of having heart disease? A classifier that provides
answers to these sorts of questions in a simple and easily interpreted fashion
could be expected to provide a degree of insight. The influences identified by
AWSum are not intended to imply any causality. They are simply indicators of
the strength of association between feature values and class values. The investi-
gation of causality is left to the domain expert.

The intuition behind AWSum’s approach is that each feature value has an
influence on the classification that can be represented as a weight and that
combining these influence weights gives an influence score for an example. This
score can then be compared to a threshold in order to classify the example. The
algorithm for calculating and combining weights, and determining thresholds is
briefly described in section 2.

2 The Algorithm

The following section briefly describes the algorithm. It consists of 2 steps; the
first involves the calculation of influence weights for each feature value and the
second involves the classification of new examples.

2.1 Influence Weights

The first phase of the AWSum approach lays the foundations for classification by
calculating influence weights for each feature value. Calculating the conditional
probability of the outcome given the feature value gives the level of association
between the feature value and the outcome. To calculate an influence weight the
level of association for each class value, for a given feature value, is combined
into a single figure. This is illustrated with a binary classifier.

A feature value’s influence weight, W represents its influence on each class
value and so it needs to simultaneously represent the feature value’s association
with both class values. To achieve this, one association is considered positive
and the other negative. This leads to a range for the influence weight of -1 to 1,
where a certainty of one class value produces a weight of -1 and a certainty of
the other class value a weight of 1. By summing the two associations we arrive
at a single influence weight that represents the feature value’s influence on one
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Fig. 1. Binary class example

class value relative to the other. Equation 1 demonstrates this calculation and
figure 1 shows an example where Pr (O1|Fv) = 0.2, or -0.2 when mapped and
Pr (O2|Fv) = 0.8.

W = Pr (O1|Fv) + Pr (O2|Fv) (1)

This process has some similarities with logistic regression. where the natural
log of the odds of a class are adjusted by parameters in order to find a model
to describe the outcome. It differs because we are calculating a simple scaled
weight that indicates a feature value’s influence on the class value rather than
trying to fit the data to a mathematical model. This allows the process to be
described in simple intuitive terms.

2.2 Classification

Classification of an example is achieved by combining the influences weights for
each of the example’s feature values into a single score. By summing and aver-
aging influence weights we are able to arrive at a scaled score that represents
a combination of the evidence that the example belongs to one class and not
to another. Equation 2 depicts this. Performing the combination by summing
and averaging assumes each feature value’s influence is equally comparable. Al-
though this is a relatively naive approach, it is quite robust as described later in
this section. It also leaves open the possibility of using other functions for the
combining of influence weights, much the same as different kernel functions can
be used in support vector machines.

e1 =
1
n

n∑
m=1

Wm (2)

e1 = the influence weight of the ith example
n = the number of features

The influence score for an example is compared to threshold values that divide
the influence range into as many segments as there are class values. For instance,
a single threshold value is required for a binary classification problem so that
examples with an influence score above the threshold are classified as one class
value, and those with a score below the threshold are classified as the other class
value. Each threshold value is calculated from the training set by ordering the
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Fig. 2. Threshold optimisation

examples by their influence weight and deploying a search algorithm based on
minimising the number of incorrect classifications. For instance, the examples
with total influence scores that fall to the left of the threshold in Figure 2 are
classified as class outcome A. This however includes two examples that belong
to class B in the training set and so these two examples are misclassified but the
number of misclassifications has been minimised. Two examples to the right of
the threshold are misclassified as class B when they are A’s. In cases where there
are equal numbers of correctly and incorrectly classified examples the threshold
is placed at the mid-point under the assumption that misclassification of class
A and B is of equal cost. New examples can be classified by comparing the
example’s influence score to the thresholds. The example belongs to the class in
which its influence score falls.

AWSum is suited to nominal feature values and class outcomes although it is
not necessary that they are ordinal. Continuous numeric features require discreti-
sation before use in AWSum. While there is a potential for developing a distinct
method of discretisation in AWSum the research to date has used Fayyad and
Irani’s MDL method [12].

2.3 Combinations of Feature Values

The combining of influence weights for single feature values into a total influence
score for an example and using this to classify is intuitively based however, it is
plausible that feature values may not individually be strong influences on a class
outcome but when they occur together the combination is a strong influence.
For example both drug A and drug B may individually be influential toward
low blood pressure but taken together lead to an adverse reaction that results
in exceedingly high blood pressure.

The influence weights for each feature value combination can be calculated in
the same way as they were for the single feature values. These combinations of
feature values can contribute to an increase in accuracy and provide insight. An-
alysts can use them to identify feature values that have interesting interactions.
This is achieved by comparing the influence weights of the individual component
feature values of the combination to the influence weight of the combination. If
they are markedly different this indicates a level of interaction between the fea-
ture values. This is useful, for example, in identifying things such as adverse
drug reactions.
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2.4 Model Selection

Model selection has also been kept very simple. Combinations of feature values
are ordered according to the magnitude of the difference between their influence
weight as a combination and the average of their influence weights as individual
feature values. The first N combinations, where N ranges from 1 to the number
of possible combinations, are added and N incremented until classification is
maximised.

3 Experiments

Four datasets were sourced from the UCI Repository [1] for the comparative
evaluation of the AWSum approach. In addition, the Cystic Fibrosis
dataset [11], with 17 categorical features, 6 continuous features, 3 classes, 212
instances, and many missing values, was used. Ten fold stratified cross validation
was used in all experiments. Table 1 shows the classification accuracy by other
techniques using the Weka [9] suite alongside results from AWSum. AWSum Sin-
gle refers to the results using single feature feature values independently, without
considering any interaction between feature values. AWSum Triples shows the
classification accuracies achieved by including the influence weights for combi-
nations of feature values up to a combination of three feature values. Table1
illustrates that AWSum performs comparably on all datasets.

Table 1. Classifier comparison using single feature value influence weights only

Data AWSum AWSum NBC TAN C4.5 SVM Logistic
Single Triple

Heart 83.14 89.90 84.48 81.51 78.87 84.16 84.48
Iris 94.00 96.76 94.00 94.00 96.00 96.67 93.33
Mush 95.77 99.37 95.83 99.82 100 100 100
Vote 86.00 97.48 90.11 94.25 96.32 96.09 94.94
CF 48.40 64.24 60.38 59.91 60.85 55.66 60.84

Avg 81.46 93.93 89.53 84.96 85.90 86.41 86.52

To represent three or more class values on a linear scale assumptions need
to be made. The class values need to be treated as ordinal, and the conditional
probabilities scaled by a simple mapping value as per 3. This approach can
be demonstrated to classify well on the Iris dataset and CF, which indicates
a potential for the approach to work on both ordinal and non ordinal data
although further work needs to be done on more complex datasets to confirm
this potential.

Mi =
(

2
c− 1

× (i− 1)
)
− 1 (3)

where: c = the number of class values and i is the mapping value for the ithclass
value.
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4 Insight in the Cystic Fibrosis Data

AWSum’s ability to convey meaningful insights to the user has been tested using
Cystic Fibrosis data supplied by the ACFDR [11].

In order to be useful in real world situations the insights presented need to
convey meaning to the user and be easy to interpret. This was tested by giving
a domain expert the output from AWSum for the CF data and analyzing their
interpretation of the information. The second criteria measured was the accuracy
of the insight. AWSum’s measure of influence for single feature values and com-
binations of feature values was presented to a CF expert for comments on the
appropriateness of the influence measure. Preliminary results are encouraging.

4.1 Ease of Interpretation

The expert was presented with diagrams in the form seen in figure 3. There were:
21 single feature values, 25 combinations of 2 feature values and 16 combinations
of 3 feature values presented. For the single feature values the expert interpreted
the figure as telling him that if a patient had the feature value concerned this
would lead to a level of severity of CF as indicated by the influence weight.
For the combinations of feature values the expert interpreted the combination
influence weight as being the level of severity that could be expected when these
factors occurred together in a patient. The expert was able to determine that
this was potentially different to the way that the constituent feature values may
act when occurring independently.

These interpretations indicate that the information presented is being inter-
preted correctly by our expert. It needs to be noted that the expert was always
keen to interpret causality. For instance, he noted influence weights such as pres-
ence of yeast infection candida albicans (CA) and breath volume (FVCP<95.85)
where he considered that the association was not causal. This is to be expected
in a field where interventions and diagnosis are the focus.

4.2 Accuracy of Insights

When an insight is being assessed it falls into one of several categories:Correct
and expected, Correct and unexpected or incorrect. Insights that are correct and
expected, help verify the insight process and confirm domain knowledge. Those
that are unexpected need further explanation. It could be that they are incorrect,
although as the weights are heavily based on conditional probabilities this would
need further investigation and may imply that the data is unrepresentative of
the population. The unexpected influence weights may also reflect new domain
knowledge and uncover associations that may or may not be causal.

It is difficult in a field such as this to quantify exactly the level of agreement
between the influence weight and the experts domain knowledge. For this exper-
iment the expert was simply asked to comment on the appropriateness of the
influence weights presented. Of the 62 influence weights the expert deemed 60 or
96.8 percent to be appropriate. It can be said that these influence weights were
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Fig. 3. Influence weights for feature values and combinations of feature values

both correct and expected, although they do give the additional advantage of
scaling and quantifying the influences, which the expert found informative and
helpful.

The two influence weights that were unexpected to the expert involve the pres-
ence of CandidaAlbicans (CA). They were,CAandFVCP<95.85 andFemale, CA
and FVCP<95.85. Individually CA and FVCP<95.85 are not strong indicators of
severe CF having influence weights of 0.23 and 0.05 respectively. The expert con-
curred with these weights. When they occur together the influence weight jumps to
0.59. This increases again to 0.73 for females with CA and FVCP<95.85. This can
be seen graphically in figure 3. In was not in the experts experience that CA had
a clinical link with the severity of CF. His suggestion was that perhaps severe CF
causedCA, although this explanationdoesn’t fully coverwhat is seen in the data, as
CA seems to compound the CF severity when association with and FVCP<95.85.
The explanation for the increase for females may be that females more often have
CA. This data has proven interesting enough to the expert that further enquiries
are being made of experts in the CA area to try and determine an explanation for
the observation.There has alsobeenmicrobiological research identified [10,13] that
suggests a possible causal link between CA and the severity of CF. While no link
has causal link has been established at this stage and may well not be the insight
provided by AWSum has proved interesting to our expert and prompted him to ex-
pandhis domainknowledge by consulting other related experts. This indicates that
AWSum can reveal insights that are complex and of interest in real world research.

5 Conclusion

AWSum demonstrates that classification accuracy can be maintained whist pro-
viding insight into the problem domain. The insights into the CF data have been
shown to confirm domain knowledge. It has also been shown that AWSum can
elicit non trivial insights that can be of interest to domain experts. Given the
ease of use and interpretation of AWSum’s insights it would seem that it would
be of use in real world data mining situations. Future work involves redesigning
the algorithm for the streaming of data.
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Abstract. Protein interactions are essential in discovery of protein functions 
and fundamental biological processes. In this paper, we aim to create a reliable 
computational model for protein interaction prediction by integrating informa-
tion from complementary data sources. An integrative Artificial Neural Net-
work (ANN) framework is developed to predict protein-protein interactions 
(PPIs) from heterogeneous data in Human. Performance of our proposed 
framework is empirically investigated by combining protein domain data, mo-
lecular function and biological process annotations in Gene Ontology. Experi-
mental results demonstrate that our approach can predict PPIs with high sensi-
tivity of 82.43% and specificity of 78.67%. The results suggest that combining 
multiple data sources can result in a 7% increase in sensitivity compared to us-
ing only domain information. We are able to construct a protein interaction 
network with proteins around mitotic spindle checkpoint of the human interac-
tome map. Novel predictions are made and some are supported by evidences in 
literature.  

Keywords: Protein-Protein Interaction, Interaction Network Prediction, Het-
erogeneous Data Integration, Integrative Neural Network. 

1   Introduction 

Proteins are major components of living organisms that exhibit variety of roles in 
cellular processes and biochemical events which are mainly attributed to their interac-
tions with other proteins. Over the years, high throughput technologies have deposited 
tremendous amount of protein interaction data into databases [1-5]. Unfortunately, 
these experiments are labor-intensive and often associated with high error rates. In 
addition, the number of possible protein interaction pairs within one cell is enormous, 
which makes experimental verification impractical. Hence, it is vital to seek reliable 
                                                           
* Corresponding author. 
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complementary in silico methods. Various computational methods for protein interac-
tion discovery have been developed, and among them, domain-based models have 
attracted growing interests. Protein domains are the structural and/or functional units 
of proteins that are conserved through evolution to represent protein functions or 
structures. It is widely believed that proteins interact with each other through their 
domains. One of the pioneering works is the association method [6], and numerous 
other methods soon followed [7-9]. Nevertheless, most of those methods do not con-
sider the fact that multiple domains in a protein can form a unit to participate in inter-
actions as a whole, and they assume independence between domain pairs. In an effort 
to address such concerns, we considered contributions of all domain combinations in 
protein interactions, yielding promising results [10, 11]. 

In this paper, by extending our previous work in domain-based models, we argue 
that integration of domain information with other complementary data sources will 
further improve prediction accuracy. Here, we propose an integrative Artificial Neural 
Network (ANN) framework to combine multiple data sources for protein-protein 
interaction (PPI) prediction. The proposed integrative framework includes learning 
models for each complementary data source and a model for integrating prediction 
results from these heterogeneous sources that contain intrinsic errors and noises.  
Experimental results demonstrate that comparing to a model using only domain in-
formation; the integrative ANN framework can lead to a 7% increase in accuracy. 
Furthermore, we are able to construct an interaction network with proteins around the 
mitotic spindle checkpoint, and results indicate that our predicted network has a large 
overlap with the existing network. Novel predictions are also made, and supporting 
evidences for some can be found in literatures.  

2   Method 

2.1   Feature Representation 

Protein Domain Feature. Essentially, protein pairs can be characterized by the do-

mains that exist in each protein. Let [ ]nXXXD ,,, 21 "=  represent n training samples 

and [ ]i
i

k
ii

i yxxxX ,,,, )()(
2

)(
1 "=  represent the ith sample with k features (attributes) xi 

belonging to the class yi. Among all proteins in our dataset, there are 8,642 protein 
domains. In our problem formulation, yi = 1 refers to the “interaction” class and 0 to 
the “non-interaction” class. Each feature xi has a discrete value of 0, 0.5, or 1. If a 
protein pair does not contain a particular domain, then the associated feature value is 
0. If one of the proteins contains the evidence, then the value is 0.5. Finally, if both 
proteins have them, then it is 1. The ternary-valued system was introduced in our 
previous research [11]. It distinguishes between protein pairs with interaction evi-
dences existing in one protein and those existing in both proteins. Some domains 
often interact with themselves. With a binary-valued system, it will classify all protein 
pairs containing this self-interacting domain as interacting even though only one pro-
tein contains it. Furthermore, it is protein order independent. 
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Features Derived from Molecular Function and Biological Process. A protein may 
execute variety of functions in different biological processes. Two proteins often 
come together through interaction to achieve a common goal, which implies that in-
teracting proteins are more likely to exhibit similar functions and perform their func-
tions in similar biological processes than non-interacting proteins. There are 3,672 
and 3,892 GO [12] ‘molecular function’ and ‘biological process’ terms among our 
datasets, respectively. A discrete value is assigned to each feature xi in which if both 
proteins contain a particular function or process term, then the associated feature 
value is 1. If one of the proteins contains the evidence, then the value is 0.5 and oth-
erwise 0. This feature representation enables our model to capture similarities be-
tween two proteins’ GO annotations through learning. Existing methods require two 
proteins to have at least one annotation term in common to draw any conclusion. Our 
model tackles the problem through pattern matching rather than term matching. 

2.2   Integrative ANN 

Different genomic features can be viewed as puzzle pieces in which each piece 
holds some information to the whole picture of protein interaction network. 
Here, we propose an integrative ANN model to glue the pieces together. Unlike 
existing methods where different features are mixed together and classifiers are 
then applied, our integrative framework starts classification on a low-level with 
each specific data feature independently. Classifications of the individual pieces 
of data are then combined systematically and a final output is produced on a 
higher level. 

For the lower level classification task, we propose to employ a multilayer 
feed-forward neural network and use the error back-propagation learning algo-
rithm that contains two passes: a forward pass and a backward pass. In the for-
ward pass, effects of input instances propagate throughout the network layer-by-
layer producing a set of network outputs. In the backward pass, the network 
synaptic weights are calibrated according to the Delta learning rule. The neural 
network has three layers: input, hidden, and output. In our application, each 
processing elements in the input layer represents a feature or attribute of a par-
ticular data type. The non-linearity of ANN arises from the hidden layer through 
its hidden units. Sigmoid transfer function was used in input-to-hidden and hid-
den-to-output layers. Finally, the output units assign values to each input in-
stance. The nodes between layers are fully connected. There are no connections 
between nodes in the same layer. All connections point to the same direction 
from the input toward the output layer. The weights associated with each connec-
tion are real numbers in the range of [0, 1]. The connection weights are initial-
ized to random small real numbers, and are adjusted during network training. 
This structure can capture various combinations between attributes such as do-
mains, instead of only one feature pair at a time. Each feature will contribute to 
the network output, depending on the weights associated with the nodes. In this 
application, we only have one output unit, where it assigns real numbers between 
0 and 1 to each input sample.  
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Fig. 1. General view of our integrative neural network structure. It can be applied to N different 
data sources, where one ANN is trained for each data source independently and outputs from 
those individual networks are treated as inputs to the second neural network for data  
integration. 

In the higher level, to incorporate multiple data sources into the prediction process, 
we propose to use another ANN to systematically combine the classifications of each 
piece of data rather than heuristic rules. A general structure of our integrative ANN is 
shown in Fig. 1. The most important benefit of using ANN is its natural ability in 
estimating reliability of each data source by adjusting its connection weights between 
the input layer (Individual Output) and the hidden layer (Hidden 2) (Fig. 1). Also 
since each data source is learned independently, it can handle uneven distribution 
problem for the numerous data sources. 

3   Experimental Results 

3.1   Data Sources 

The proposed framework is evaluated empirically over the Human proteome. Protein 
interaction data was collected from the Human Protein Reference Database  
(HPRD) [13], which is manually curated by trained biologists who read and interpret 
each and every scientific paper related to the molecule of interest. The final interac-
tion dataset contain 12,645 protein interaction pairs. The negative samples are ran-
domly generated. A protein pair is considered to be a negative sample if the pair does 
not exist in the interaction set. The interaction and non-interaction data are then split 
into training, validation, and testing datasets. The final training dataset contains 
16,890 samples with 8,445 positives and 8,445 negatives. Each of the validation and 
testing datasets contains 4,200 samples (2,100 positives and 2,100 negatives). In order 
to avoid data separation bias, data samples are randomly selected. A sample belongs 
to one and only one dataset (training, validation, or testing). Training data are used to 
learn the ANN models and validation data are used for parameter selection.  
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The protein domain information is gathered from Pfam [14], which is a protein 
domain family database that contains multiple sequence alignments of common do-
main families. The Pfam database consists of two parts: Pfam-A and Pfam-B. Pfam-A 
is manually curated, and Pfam-B is automatically generated. Both Pfam-A and Pfam-
B families are used here. In total, there are 8,642 unique Pfam domains defined by our 
set of proteins. The protein ‘molecular function’ and ‘biological process’ annotations 
are retrieved from the Gene Ontology Consortium (GO) February, 2006 release [12]. 

3.2   Protein Interaction Prediction 

Training. In order to predict protein interactions, the ANN learning models for each 
data source are trained first. To make appropriate choices on the parameters, each 
network is trained via various combinations of hidden neurons and training cycles. 
Each model is validated over the validation dataset, and the errors are plotted against 
different number of training cycles for different number of hidden neurons. For illus-
tration, Fig. 2 shows validation errors for the classifiers trained with domain informa-
tion. ANNs with different number of hidden neurons all converge after certain num-
ber of training epochs. In fact, all of them converge after 5000 training cycles. At last, 
parameter pairs that result in the lowest validation errors are chosen. After parameter 
selection, we combined the training and validation datasets and used them to train 
each network again with the fixed parameters. Finally, training outputs from the indi-
vidual networks are fed into the final integrative neural network as training inputs for 
information fusion. 

 

Fig. 2. Parameter selection process for the ANN with protein domain information. Validation 
errors are plotted against different parameter pairs (i.e. number of neurons and number of train-
ing cycles). N is the number of neurons. The parameters chosen for this protein domain ANN 
are N = 60 and # of training cycles = 6500 (validation error = 21.3%). 

Test Results. To classify a new protein pair as either interacting or non-interacting, 
the pair is first converted to three feature vectors according to the information sources 
as described in Section 2.1. These feature vectors are then used as inputs to the  
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individual networks and outputs are subsequently used as input to the final ANN. A  
protein pair is classified as interacting if the output value is larger than or equal to 
certain threshold. We use both specificity and sensitivity to evaluate the performance 
of our method in predicting protein interactions. Specificity is defined as the percent-
age of matched non-interactions between the predicted set and the observed set over 
the total number of non-interactions. Sensitivity is defined as the percentage of 
matched interactions (true positives) over the total number of known interactions. Fig. 
3 illustrates ROC curves of the ANN trained with domain data only and the integra-
tive ANN. It is clear that the integrative ANN performs better than the single domain 
ANN, especially when the specificity is high between 72% and 95%. When we fix 
their specificities at approximately the same level (~78%), our integrative framework 
achieves 82.43% in sensitivity, which yields an increase of roughly 7% from the clas-
sifier trained with only domain information (75.48%). 

 

 

Fig. 3. ROC comparisons between integrative ANN and ANN trained with the protein domain 
data source. Y-axis is sensitivity and X-axis is 1-specificity. Therefore, we want the curve to be 
as close to the upper left corner as possible. 

3.3   Human Interaction Network Analysis 

With the trained prediction system, we are able to construct a small protein interaction 
network from proteins around one specific area of the human interactome map, 
namely the mitotic spindle checkpoint. The mitotic spindle checkpoint pathway is 
important in aneuploidy and cancer [15, 16]. Beginning with some well characterized 
members of the mitotic spindle checkpoint (e.g. CDC20, BUB1, and BUB3), Rhodes 
et al. [17] predicted and analyzed a focused view of the human interactome. With the 
proteins, we applied our model to predict interactions between them and created an 
interaction network of our own (Fig. 4). In the network, each node corresponds to a 
protein, and edges specify the interactions between two proteins. All edges in the 
network reflect interaction predictions that our model has made. None of the interac-
tions belong to the datasets we used for training, validating, or testing. As shown in 
Fig. 4, our predicted network has a large overlap with the known interactions and  
 



538 X.-w. Chen, M. Liu, and Y. Hu 

 

Fig. 4. Small human protein interaction network constructed by our model using proteins in the 
mitotic spindle checkpoint and surrounding proteins [17]. Known interactions are shown in 
solid edges. The long dashed edges characterize predicted interactions in [17]. Lastly the  
remaining square dot dashed edges are our novel predictions. 

predicted interactions in [17]. In addition, we were able to make novel predictions and 
find supports for those discoveries in literatures. For instance, an interaction is pre-
dicted between MAD2L2 (mitotic spindle assembly checkpoint protein MAD2B) and 
CDC20 (cell division cycle protein 20 homolog). In [18], it was shown that MAD2B 
inhibits both CDH1-APC and CDC20-APC. The inhibition is targeted to CDH1 and 
CDC20, but not directly to APC. Moreover, our model identified APC (adenomatous 
polyposis coli protein) and CSPG6 (Structural maintenance of chromosomes protein 3 
– SMC3) to be interacting. Ghiselli et al. found SMC3 expression to be elevated in a 
large fraction of human colon carcinomas [19]. Additional findings suggest that the 
protein is significantly increased in the intestinal polyps of ApcMin/+ mice, which led 
them to believe that SMC3 expression is linked to activation of the APC/beta-
catenin/TCF4 pathway. 

4   Conclusion 

Evidences of protein interactions may be found in diverse data sources. These evi-
dences may cover different parts of an interactome, and each may be a weak predictor 
of protein interactions. However, combining these complementary data sources may 
increase prediction accuracy. In this paper, we introduced an ANN-based integrative 
system to predict protein interactions from heterogeneous data. The experimental 
results indicate that adding GO molecular function and biological process information 
can increase prediction accuracy of the domain-based model by 7%. We further vali-
dated our model by creating an interaction network from a list of proteins that are 
related to mitotic spindle checkpoint. More data sources such as protein sequence and 
gene expression profiling can be readily incorporated into the integrative system for 
better predictions. 
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Abstract. This paper helps the understanding and development of a
data summarisation approach that summarises structured data stored
in a non-target table that has many-to-one relations with the target
table. In this paper, the feasibility of data summarisation techniques,
borrowed from the Information Retrieval Theory, to summarise patterns
obtained from data stored across multiple tables with one-to-many re-
lations is demonstrated. The paper describes the Dynamic Aggregation
of Relational Attributes (DARA) framework, which summarises data
stored in non-target tables in order to facilitate data modelling efforts
in a multi-relational setting. The application of the DARA algorithm
involving structured data is presented in order to show the adaptability
of this algorithm to real world problems.

1 Introduction

Algorithms that summarise structured data stored in relational databases have
become essential tools in knowledge discovery processes. An important prac-
tical problem in contemporary data mining is that users often want to dis-
cover models and patterns over data that resides in multiple tables. Most of
the structured data in the world is stored across multiple tables, in a relational
database [3,2]. In this multi-relational setting, a user often needs to find records
or tuples related to certain target records. It is often infeasible to analyse all
possible relationships among entities in a database manually. Therefore it is
highly desirable to summarise records that are related to a specific target record
automatically.

Data summarisation methods, such as aggregation operators, are popular in
relational data mining because they can be used to capture information about
the value distributions in a multi-relational setting with one-to-many relations
between tables. This is a very useful operation in order to reduce a set of tu-
ples that corresponds to a unique record to a single tuple. The traditional way
to summarise one-to-many relationships between tables in statistics and on-line
analytical processing (OLAP) [7] is through aggregates that are based on his-
tograms, such as count, mode, sum, min, max and avg. However, these basic
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aggregation operators provide simple summaries of the distributions of features
of related entities [5,4] and aggregation has received little direct attention [6].

The overall motivation of this paper is to explore the feasibility of summaris-
ing structured data stored in relational databases with one-to-many relations be-
tween entities. In this paper, we propose a data summarisation approach called
Dynamic Aggregation of Relational Attributes (DARA) that can be applied to
summarise data stored in non-target tables. Section 2 will introduce the frame-
work of DARA [1]. The DARA algorithm employs the TF -IDF weighted fre-
quency matrix (vector space model [13])to represent the relational data model,
where the representation of data stored in multiple tables will be analysed
and it will be transformed into data representation in a vector space model.
Section 3 describes the experimental design and presents an application area of
the DARA algorithm in medical domain. The results are discussed in the con-
text of applying data summarisation to summarise structured data and finally,
this paper is concluded in section 4.

2 Dynamic Aggregation of Relational Attributes
(DARA)

In order to classify records stored in the target table that have one-to-many rela-
tions with records stored in non-target tables, the DARA algorithm transforms
the representation of data stored in the non-target tables into an (n× p) matrix
in order to cluster these records (see Fig. 1), where n is the number of records
to be clustered and p is the number of patterns considered for clustering. As a
result, the records stored in the non-target tables are summarised by clustering
them into groups that share similar charateristics.

In Fig. 1, the target relation has a one-to-many relationship with the non-
target relation. The non-target table is then converted into bags of patterns
associated with records stored in the target table. After the records stored in
the non-target relation are clustered, a new column, Fnew , is added to the set
of original features in the target table. This new column contains the cluster
identification number for all records stored in the non-target table. In this way,
we aim to map data stored in the non-target table to the records stored in the
target table. There are three main stages in the DARA algorithm (see Fig. 1):
data preparation (A), data transformation (B) and data summarisation(C).

2.1 Data Preparation Stage

The DARA algorithm performs two types of data preparation; features discreti-
sation and features construction. Feature discretisation is a process of transform-
ing continuous-valued features to nominal. Alfred and Kazakov [16] discussed the
discretisation methods for continuous attributes in a multi-relational setting in
greater detail. Feature construction involves constructing new attributes, based on
some functional expressions that use the values of original features, that describe
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the hypothesis at lease as well as the original set. Alfred [17,18] discussed how fea-
ture construction affects the performance of the proposed DARA method in sum-
marising data stored in a multi-relational setting with one-to-many relations.

2.2 Data Transformation

At this stage, the representation of data stored in a relational database is changed
to a vector space data representation. We will describe the data transformation
process and explain the data representation of relational data with high cardi-
nality attributes in a vector space representation.

Data Transformation Process. In a relational database, a single record, Ri,
stored in the target table can be associated with other records stored in the
non-target table. Let R denote a set of m records stored in the target table
and let S denote a set of n records (T1, T2, T3, ..., Tn), stored in the non-target
table. Let Si be a subset of S, Si ⊆ S, associated through a foreign key with a
single record Ra stored in the target table, where Ra ∈ R. Thus, the association
of these records can be described as Ra ←− Si. In this case, we have a single
record stored in the target table that is associated with multiple records stored
in the non-target table. The records stored in the non-target table that corre-
spond to a particular record stored in the target table can be represented as
vectors of patterns. As a result, based on the vector space model [15], a unique
record stored in non-target table can be represented as a vector of patterns.
In other words, a particular record stored in the target table that is related to
several records stored in the non-target table can be represented as a bag of
patterns, i.e., by the patterns it contains and their frequency, regardless of their
order.
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Data Representation in a Vector Space Model. In this subsection, we
describe the representation of data for objects stored in multiple tables with
one-to-many relations. Let DB be a database consisting of n objects. Let R :=
R1,...,Rm be the set of different representations existing for object Oi in DB
and let each object Oi have zero or more representations of each Ri, such that
|Ri| ≥ 0, where i = 1, ..., m. Each object Oi ∈ DB, where i = 1, ..., n can be
described by maximally m different representations where each representation
having its frequency,

Oi := R1(Oi) : |R1(Oi)| : |Ob(R1)|, ..., Rm(Oi) : |Rm(Oi)| : |Ob(Rm)| (1)

where Rj(Oi) represents the jth representation of the ith object and |Rj(Oi)|
represents the frequency of the jth representation of the ith object, and finally
|Ob(Rj)| represents the number of objects exist in the data that have the jth
representation. If all different representations exist for Oi, then the total different
representations for Oi is |Oi| = m else |Oi| < m. In the DARA approach, the
vector-space model [15] is applied to represent each object. In this model, each
object Oi is considered as a vector in the representation-space. In particular, the
TF -IDF weighted frequency matrix borrowed from [15] is employed, in which
each object Oi, i = 1, ..., n can be represented as(

rf1 · log
(

n

of1

)
, rf2 · log

(
n

of2

)
, ..., rfm · log

(
n

ofm

))
(2)

where rfj is the frequency of the jth representation in the object, ofj is the
number of objects that contain the jth representation and n is the number of
objects.

2.3 Data Summarisation Using Clustering

After transforming the dataset, the newly transformed data (in the form of
vector space model) is taken as an input to a clustering algorithm. The idea of
this approach is to transform the data representation for all objects in a multi-
relational environment into a vector space model and find the similarity distance
measures for all objects in order to cluster them. These objects are then grouped
based on the similarity of their characteristics, taking into account all possible
representations and the frequency of each representation for all objects.

The next section presents an application area of the DARA algorithm to eval-
uate the adaptability of the proposed data summarisation method to real world
problem. The results are discussed in the context of applying data summarisation
to summarise structured data.

3 STULONG Dataset and Experimental Design

3.1 STULONG Dataset

STULONG is a data set concerning the twenty year long longitudinal study of
the factors of atherosclerosis in the population of 1419 middle aged men. The



544 R. Alfred

dataset STULONG was prepared for the Discovery Challenge PKDD/ECML
2002 conference. In this dataset, two data matrices are included: the ENTRY
and CONTROL data matrices.

The ENTRY data matrix stores the values of 219 attributes that have been
surveyed in 1, 419 men during the entry examination. The CONTROL data
matrix contains results of observation of 28 attributes, selected from the 66
attributes, at 10, 610 examinations made in the years 1976− 1999. In this work,
the attributes considered for the ENTRY and CONTROL data matrices can
be divided into groups. The entity-relationship diagram of the CONTROL data
matrix are shown in Fig. 2.
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Fig. 2. CONTROL dataset: Table IDENTIFICATION has one-to-many relationships with
tables CHANGES, SICK LEAVE, QUESTION A2, PHY EXAMS, BIOCHEM EXAMS

The goal of the discovery challenge is to extract knowledge or patterns from
the STULONG data stored in the CONTROL matrix. Not many studies have
focused on mining the CONTROL data and most data mining on the STU-
LONG dataset has been based on the ENTRY table [8,9]. These patterns can
help physicians to know if a patient is at risk of having cardiovascular disease.
This work focused on the CONTROL table that stores records that have a
many-to-one relationship with the record stored in ENTRY table.

3.2 Experimental Design and Results

In this work, records stored in the CONTROL table are summarised by using the
DARA algorithm based on the distribution of patterns for each set of attributes
(see Fig. 3). All data stored in the non-target tables that have many-to-one
relationships with the data stored in the target table are summarised in order
to form an attribute-value table format. The Weka [10] tool is applied to extract
patterns (e.g. association and classification rules) from the summarised data, by
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Fig. 3. Data Summarisation performed by DARA algorithm to convert data stored in
multiple tables into an attribute-value (AV ) format

using the J48 classifier and PredictiveApriori respectively and these patterns
are compared with other published results. Below are some of the association and
classification and rules obtained from the J48 and PredictiveApriori classifiers,
which are consistent with other results [11,12].

Association Rules

– No changes in cigarette consumption � No sickness since the last visit and
No physical activities after the job (consistent with [12]).

– High cholesterol and low triglycerides � No diet changes and No medication
to control the blood pressure.

– High cholesterol and low triglycerides � Hypercholesterolemia, Hypertriglyc-
eridemie, Systolic-diastolic Hypertension, Systolic Hypertension and Dias-
tolic Hypertension.

– Weighing 73.8 − 83.4 Kg � No diet changes and No medication to control
their blood pressure.

– Risk Group � High cholesterol, low triglycerides, has chest and lower limb
pains, has Dyspnea.

– Risk Group � No diet changes and No medication to control blood presure
(BP) and No sickness since the last visit.

Classification Rules. Below are the classification rules extracted from the
summarised CONTROL data matrix.

– Normal Group (Code 1 and 2): This group consists of patients who do
not have any chest and lower limb pains, no dyspnea, and do not have any
changes in cigarette, have cholesterol values that are less than 5.9 (mmol/l),
triglycerides values that are less than 9.8 (mmol/l), and No changes in
Job, physical activities, and No systolic-diastolic hypertension, No Systolic
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hypertension, No diastolic hypertension, No changes of occupation, physical
activities and have no hypercholesterolemia and no hypertriglyceridemie.

– Risk Group (Code 3 and 4): This group consists of patients who have
cholesterol values between 5.9 (mmol/l) and 9.3(mmol/l) and triglycerides
values between 9.8 (mmol/l) and 19.4 (mmol/l). They normally weigh on
average 77 Kg and smoke on average 15 cigarettes per day.

Based on the results obtained, which are coherent with the other published re-
sults [11,12], we can conclude that the DARA algorithm is capable of extracting
useful patterns.

4 Conclusion

This paper introduced the concept of data summarisation that adopts the
TF -IDF weighted frequency matrix concept borrowed from the information re-
trieval theory [15] to summarise data stored in relational databases with a high
number of one-to-many relationships among entities, through the use of a cluster-
ing technique. Clustering algorithms can be used to generate summaries based on
the information contained in the datasets that are stored in a multi-relational envi-
ronment. This paper described the proposed data summarisation approach called
Dynamic Aggregation of Relational Attributes (DARA) that transforms the rep-
resentation of data stored in relational databases into a vector space format data
representation that is suitable in clustering operations. By clustering these multi-
association occurrences of an individual record in the multi-relational database,
the characteristics of records stored in non-target tables are summarisedbyputting
them into groups that share similar characteristics.

It is shown in the experimental results that the DARA algorithm can be applied
to summarise data stored in theCONTROL table that has amany-to-one relation-
ship with the ENTRY table in order to facilitate the task of predictive and descrip-
tive modelling. The CONTROL table is transformed into an attribute-value (AV)
table, by summarising the data using the DARA algorithm. As a result, one can
apply any AV data mining tools to extract both the association and classification
rules from the summarised data. The classification and association rules were used
to analyse the differences of the correlations concerning the characteristics of the
patients from each group. The results shown in this experiment are quite promising
and consistent with other researchers’ results on the STULONG dataset.
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Abstract. This paper has proposed a rough-Apriori based mining technique in 
mining linguistic association rules focusing on the problem of capturing the 
numerical interval with linguistic terms in quantitative association rules mining. 
It uses the rough membership function to capture the linguistic interval before 
implementing the Apriori algorithm to mine interesting association rules. The 
performance of conventional quantitative association rules mining algorithm 
with Boolean reasoning as the discretization method was compared to the pro-
posed technique and the fuzzy-based technique. Five UCI datasets were tested 
in the 10-fold cross validation experiment settings. The frequent itemsets dis-
covery in the Apriori algorithm was constrained to five iterations comparing to 
maximum iterations. Results show that the proposed technique has performed 
comparatively well by generating more specific rules as compared to the other 
techniques.  

1   Introduction 

Srikant and Agrawal’s algorithm [1] discretizes the quantitative attributes sufficiently 
from large databases, laying out the appropriate interval range for rules mining proc-
ess. Knowledge is more suitable to be presented in natural language. Quantitative 
rules that are conveyed in numbers are sometimes less practical. Research in linguistic 
association rules mining branched into different research focus, i.e. mining the lin-
guistic summaries, hedges, quantitative intervals, linguistic support and confidence, 
etc. This paper only looks into the linguistic association rules via quantitative inter-
vals. Recently, researchers have suggested a number of techniques and algorithms in 
mining linguistic based association rules, mostly involving fuzzy theory because of its 
ability in capturing fuzzy boundaries in linguistic association rules [2], [3]. Besides 
fuzzy theory, rough sets suggested by Zdzislaw Pawlak is another technique dealing 
with ambiguous boundary data sets [4]. Rough sets theory uses the upper and lower 
approximation as well as the rough membership function to determine the items in a 
set which can be obtained through self discovery in learning data. Thereby, it has 
gained the interest of researchers in the development of rough sets techniques as a 
complement of fuzzy techniques. This paper attempts to investigate the opportunity 
and strength of rough sets theory in linguistic association rules mining from the  
perspective of rough membership function. 
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Linguistic association rules convey the messages in linguistic terms instead of nu-
merical values in quantitative attributes. Linguistic association rules mining task is 
generally being divided into two phases, which are firstly to create the intervals from 
the continuous data and represent those intervals with a suitable linguistic term [5], 
while the second phase is the rules mining process. However, partitioning continuous 
attributes are needed in most of the mining models. These attributes are discretized 
into intervals and presented by linguistic terms before the mining process. Partitioning 
the numeric values into interval sets causes crisp boundary problems. In contrast, 
linguistic association rules need a soft boundary instead of crisp boundary. Thus, 
fuzzy sets are used to soften the boundary of interval sets in association rules mining.  

Data discretization has arisen since the earlier work on quantitative association rule 
mining, while the linguistic terms representation is always being related to Fuzzy sets 
theory. Although typical analysis such as binning, statistical and evolutionary  
techniques have contributed to a certain extent in dealing with quantitative attribute 
partitioning, the advancement in fuzzy algorithm has made it the most prominent 
technique in dealing with linguistic representation on soft boundary interval. Rough 
sets theory introduced by Pawlak on the other hand also deals with vagueness and 
uncertainty. With embedded foundation of classical theory, rough sets theory has its 
own perspective towards vagueness which is similar to fuzzy set theory [6]. Hence, it 
is gradually gaining attention in association rules mining research involving  
vagueness. 

2   The Proposed Rough Membership Reference Association Rules 
Mining (RMRARM) Technique 

A fusion of rough sets theory and the Apriori algorithm, RMRARM technique  
combines the rough membership reference (RMR) generation and the linguistic asso-
ciation rules mining task into one complete process flow. Figure 1 shows the step-by-
step procedures of the RMRARM technique. The principal concepts applied in the 
RMRARM technique are described in the following sections.  

Fig. 1. The RMRARM technique 

Apriori association rules mining 

Linguistic Decision System Transformation 

Linguistic Rules Testing 
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data
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2.1   Boolean Reasoning (BR) Discretization 

The BR discretization method is implemented as a necessary step in RMR generation. 
The ultimate goal of RMR generation is to obtain the rough membership values corre-
sponding to each discretised interval. The basic concepts of the discretization based 
on the rough sets Boolean reasoning was summarized by Zhong & Skowron [7]. In 
certain cases, a single pass of BR discretization process may not fully discretize all 
the attributes in the dataset.  This is due to the characteristic of BR discretization 
technique of which will only identify the prime attributes needed in the discernibility 
function. In the proposed RMRARM technique, BR discretization technique is im-
plemented twice, i.e. in the FsR [8] and in RMR generation. In RMR generation, all 
attributes need to be discretized in order to avoid unique rule in rules generation  
later [9]. Hence, multiple passes of BR discretization has to be applied till all the 
attributes in the dataset are fully discretized. 

2.2   Rough Membership Function 

For every important attribute, the discretised intervals were named the rough mem-
bership reference (RMR) intervals. Rough membership value (RMV) from rough sets 
theory indicates the probability of an object being classified in a set [10], [11], [12]. 
In our research, RMV was regarded as the probability of a particular RMR interval 
that was categorised into the set of an output class in this research in line to its origi-
nal proposal in rough sets theory. RMV derived from accuracy of the rules will be 
used as the membership reference in transforming numerical values into linguistic 
variable [13], [14]. The generated RMR and intervals and RMV were applied in trans-
forming the attribute values into rough region in linguistic rules mining. The RMV for 
each RMR interval is shown in equation 1 as follows: 

 y j  x and  i or every ; repeat f
iCard

O jCard
RMV i =<=<= 00

)(

)(  (1) 

Let x denote the number of RMR interval and i is the i-th RMR interval. Card (i) is 
the total instance in the i-th RMR interval. Card (Oj) is the total instance from i-th 
RMR interval that concludes to output class Oj while j is the j-th output class and y is 
the total output class.  

2.3   Linguistic Decision System Transformation 

The linguistic decision transformation serves a two fold purpose, i.e. replaces the 
decision classes in the decision system with linguistic terms and to transform the 
decision table into a linguistic decision table. Replacing the decision classes with 
predefined linguistic terms is to change the decision classes into different rough lin-
guistic sets [15]. User-defined linguistic terms were used in the experiments. Rough 
membership function helps in capturing the uncertainty boundary of the rough lin-
guistic set, but user understanding of the dataset used is still necessary in order to 
determine suitable linguistic terms to be replaced. Imprecise terms chosen will only 
result in deviation of the meaning of the rules. However, this would not affect the 
process of generation and performance testing of the rules. Choosing suitable  
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linguistic terms with expert knowledge was not the focus of this research. Thus, the preci-
sion of linguistic terms chosen in the experiments were not evaluated in the performance 
evaluation. The second part of the linguistic decision system transformation is to convert 
the original decision system into a linguistic decision system. The attributes in the linguistic 
decision system are the linguistic terms chosen previously while the attributes values are the 
RMV attained from the RMR intervals induction. All the instances that fall in the same 
RMR interval will be assigned the same RMV. 

2.4   Association Rules Mining and Linguistic Rules Testing 

The Apriori algorithm was used in RMRARM technique. The difference in linguistic asso-
ciation rules mining and conventional Boolean association rules mining lies in the support 
value of each item. The support in Boolean association rules is the number of occurrence 
supporting a particular item in the dataset. The support in linguistic association rules 
adapted in this research is interpreted as the probability ratio of occurrence described as 
graded membership values of the respective item in the dataset, reflecting the degree of 
support to the particular item [14], [16], [17]. The main intention of the linguistic rules 
testing is to obtain the accuracy of the generated linguistic association rules set, here; we 
called it the predictive strength. The performance measurements were the predictive ratio 
(PR), the dimension of rules (DR), rules confidence (Conf.) and number of rules generated 
(NR). All the measurements are as suggested in conventional quantitative association  
rules [1] except the PR. The PR is defined as in equation 2 below: 

%
Total case

es setase by rulmatching c
PR =  (2) 

3   Experimental Study 

In this research, FGMA technique [16] with MMFF [18] method and the BRQARM tech-
nique had been chosen as the comparison techniques to RMRARM. The minimum support 
threshold was set to 10% of the total instances while 70% was set as the minimum confi-
dence threshold [19]. Five UCI machine learning repositories datasets were tested in the 
experiments, i.e. Auto-Mpg (AM), Bupa Liver Disorders (BUPA), Pima Indians Diabetes 
(PID), Glass Identification Database (GID) and Iris Plants (IP). Brief information about the 
data is shown in Table 1. 

Table 1.  Brief information of total instance (TI), mode of data (MD), total attributes (TA), 
continuous attribute (Cont. Atrr.), discrete attribute (DA), categorical attribute (CA), missing 
values (MV), and decision class (DC) on datasets used 

Name TI MD TA Cont. Attr. DA CA MV DC 

AM 398 Mix Mode 8 4 3 1 6 Cont. 

BUPA 345 Nominal 7 - 7 - - 2 

PID 768 Quantitative 8 8 - - - 2 

GID 214 Quantitative 9 9 - - - 7 

IP 150 Quantitative 4 4 - - - 3 
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The testing data were run through FGMA, BRQARM and RMRARM algorithms. 
Reducts generated from FsR attribute reduction method were used as the initial attrib-
utes set in the testing data of BQARM and RMRARM techniques while FGMA in-
duced its reducts set with MMFF method. The implementation of FsR is in [8]. The 
research had also looked into the effect of number of iterations in frequent itemsets 
discovery towards the experimental results. Two sets of experiment settings were 
used, i. e. the maximum iterations and the 5-iteration [20] setting. Table 2 and 3 show 
the example of linguistic association rules from IP dataset and their respective confi-
dence values generated from 100/100 training-testing group with RMRARM and 
BRQARM techniques correspondingly.  

Table 2.  Example of rules from IP dataset with RMRARM technique 

Linguistic Association Rules Rule Confidence 

IF PL.Medium^PW.Medium THEN PW.Short 0.887834199 

IF PL. Medium ^PW. Short THEN PW. Medium 0.904912136 

IF PL. Short ^PW. Medium THEN PW. Short 1 

IF PL. Short ^PW. Short THEN PW. Medium 0.9 

IF PL. Medium ^PW. Medium THEN PW. Short 0.887834199 

Table 3. Example of rules from IP dataset with BRQARM technique 

Linguistic Association Rules Rule Confidence 

IF PL.ExtremeShort THEN PW.Short 1 

IF PL. Short THEN PW. Short 1 

IF PL.Long THEN PW.Long 0.941176471 

3.1   Experimental Findings 

Table 4 and 5 shows the results of the selected techniques against the proposed 
RMRARM technique. Generally, the RMRARM technique shows a competitive 
performance against the comparison techniques. From the accuracy perspective, 
RMRARM tops the list in PID, GID and WR dataset. The predictive ratio of 
RMRARM is generally higher than FGMA and BRQARM except in AM and IP 
datasets while BRQARM stated a higher performance than FGMA in three out of 
five sets of data. In terms of average rules confidence, BRQARM demonstrated 
slightly better results among all techniques followed by RMRARM and FGMA. 

The average dimension of rules stated by RMRARM is the highest of all three 
techniques. The large number of rules generated from RMRARM in BUPA and 
PID datasets was due to the 5-iteration constraint. As a consequences of large 
rules set, RMRARM registered a high predictive ratio in both BUPA and PID 
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datasets. In most cases, FGMA and BRQARM generated more general rules as 
compared to RMRARM. For example, the rules in table 2 has higher dimension 
(more specific) as compared to the rules in table 3. Thus, rules in table 2 reveal 
more information and indirectly having lower confidence value since fewer cases 
had fulfilled the conditions as oppose to rules in table 3. However, due to the 
high reduction power in FsR, the reducts set generated in the initial testing data 
for BQARM and RMRARM were very limited causing inability in these cases to 
generate frequent itemsets especially with RMRARM technique.  

Table 4. The comparison of highest (H) and average (A) readings of PR and Conf 

PR Conf. 
Data 

FGMA BRQARM RMRARM FGMA BRQARM RMRARM 
H 100.00 100.00 100.00 0.99 0.94 1.00 AM 
A 73.03 90.30 76.97 0.88 0.88 0.87 
H 100.00 100.00 100.00 1.00 0.93 0.98 

BUPA 
A 82.59 78.36 100 0.86 0.81 0.88 
H 100.00 100.00 100.00 0.93 1.00 0.95 

PID 
A 66.65 37.56 92.50 0.84 0.85 0.87 
H 67.88 100.00 100.00 1.00 1.00 1.00 

GID 
A 35.70 42.96 59.32 0.80 0.83 0.82 
H 93.33 100.00 100.00 0.97 1.00 1.00 

IP 
A 72.38 86.21 57.61 0.87 0.94 0.93 

Table 5. The comparison of DR and NR 

DR NR 
Data 

FGMA BRQARM RMRARM FGMA BRQARM RMRARM 
AM 1.82 2.00 2.49 3.73 3.99 3.32 

BUPA 4.47 3.31 4.87 44.03 7.60 16863.18 
PID 3.46 2.58 4.50 962.13 4.04 1917.89 
GID 2.29 2.22 3.02 2.19 2.95 11.91 
IP 1.84 2.01 2.91 5.26 4.23 3.88 

Table 6 shows the results on datasets that generate maximum frequent itemsets as 
compared to the 5-iteration constraint by all the comparison methods. The predic-
tive ratio and the rules confidence shows a slight increase in test cases with 5-
iteration constraint while the number of rules generated in maximum iterations are 
lesser in contrast. A general rule shows higher predictive power while a specific 
rule may discover more associations from the data since it involves more items in 
its frequent set. Therefore, very much depends on the purpose of study when choos-
ing the focus in mining the association rules. 
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Table 6. The comparison result on maximum iteration and 5-iteration 

PR Conf. DR NR 
Data Max 

Iter 
5 Iter

Max 
Iter 

5 Iter
Max 
Iter 

5 Iter
Max 
Iter 

5 Iter 

BUPA 36.32 82.59 0.84 0.86 4.4 4.47 14.34 44.03 
FGMA 

PID 57.81 66.65 0.84 0.84 3.73 3.46 11.46 962.13 
BUPA 100.00 100.00 0.88 0.88 10.61 4.87 3130.99 16863.18 

PID 92.50 92.50 0.86 0.87 5.96 4.50 326.98 1917.89 RMRARM 
GID 58.69 59.32 0.82 0.82 3.06 3.02 7.48 11.91 

4   Conclusion and Future Work 

Linguistic terms can convey knowledge more naturally especially in association rules 
involving quantitative intervals. The rough-Apriori based RMRARM technique is 
comparatively capable in capturing the soft boundary intervals using the rough mem-
bership function. The experimental results showed that RMRARM technique is able 
to generate more specific rules as compared to other comparison techniques while 
maintaining its predictive ratio and confidence rate. However, the disadvantage is that 
it is unable to mine data with only one attribute involved. Thus, future research may 
look into setting a balance of reduction power, the rules prediction ratio and number 
of iteration in the frequent itemsets discovery while implementing RMRARM. Apart 
from that, the results show that by choosing a good discretization method, i.e. the 
Boolean reasoning method in quantitative association rules mining, the efficiency of 
the algorithm increases as compared to fuzzy association rules mining technique. 
Although this paper has pointed out the possibility of utilizing rough membership 
values in linguistic association rules mining, the appropriate parameters of minimum 
support, minimum confidence and the optimum iteration in frequent itemsets discov-
ery will still need to be studied in detail.   
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Abstract. Diagnostic knowledge is the basis of many non-Bayesian medical sys-
tems. To explore the advantages of their Bayesian counterparts, we need causal
knowledge. This paper investigates how to mine causal knowledge from the di-
agnostic knowledge. Experiments indicate the proposed mining method works
pretty well.

1 Introduction

In medical systems, the diagnostic knowledge or rules are those that govern the deriva-
tion of diseases from symptoms (laboratory test results), and the causal knowledge or
rules are those contrary. We similarly call inference from symptoms to diseases diag-
nostic or causal (predictive) otherwise. It turns out many non-Bayesian medical systems
work on diagnostic rules [1,2]. These rules may be induced from diagnostic knowledge
[3]. In such systems, causal inference may not be supported. However, in healthcare we
may need inference in both directions. For example, for evidence-based medicine [4]
we need both diagnostic and causal inferences to evaluate evidence. Compared to other
uncertain reasoning formalisms, Bayesian networks (BNs) are good in mathematically
soundly combining inferences in both directions [5]. They are also good in showing
the flow of information on dependency links. BNs can be specified by either diagnos-
tic or causal or mixed knowledge, but those specified by causal knowledge tend to be
sparse [6] and hence computationally efficient. Note to specify a dependency in a BN
we only need knowledge (rules) in one direction. The inference in the other direction
is automated by BNs based on Bayes’ theorem. To explore the advantages of BNs, we
may be motivated to construct the Bayesian counterparts of non-Bayesian medical sys-
tems, where the causal knowledge can be acquired in different ways: (1) we can learn it
from medical records; (2) we can obtain it from medical experts; or (3) we find it from
available diagnostic rules or knowledge bases. We may not be able to obtain sufficient
medical records for every medical area of a general medical diagnostic system. Medical
experts may not always be accessible or may not be comfortable working with uncertain
concepts. Their knowledge could be very biased and needs a lot of adjustments for even
a small system. Hence, it is beneficial to investigate how to extract causal knowledge
from available diagnostic knowledge. It turns out diagnostic knowledge is not sufficient
to derive causal knowledge from. In this paper, we discuss assumptions that need to be
made to mine causal knowledge from diagnostic knowledge and how.

C. Tang et al. (Eds.): ADMA 2008, LNAI 5139, pp. 556–562, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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The rest of the paper is organized as follows. In Section 2, we specifically discuss
the advantages of medical BN systems. In Section 3, we present causal knowledge
extraction method. In Section 4, we experimentally show the proposed mining method
works well. Conclusions are made in Section 5.

2 Medical BN Systems

In the following discussion, we will use lowercase letters (e.g. x, y, z) for random vari-
ables, capital letters (e.g. X, Y, Z) for sets of variables, and boldfaced lowercase letters
(e.g. x, y, z) for specific values taken by variables, and boldfaced capital letters (e.g. X,
Y, Z) for value configurations assigned to sets of variables. We will use Dx or DX to
represent the space of x or X , which contains all values or configurations x or X can
take. We will use short notation P (x) for the probabilities P (x = x), and P (X) for
P (X = X), where x ∈ Dx and X ∈ DX .

Assume we use d to denote some disease concerned, which could take value true or
false, and S to denote the set of symptoms (test results) related. Then the
diagnostic knowledge regarding d and S can be represented by P (d|S), which spec-
ifies the probability of P (d = true) or P (d = false) given each value config-
uration of S. Let S = {s1, s2, ..., sm}. Table 1 illustrates P (d = true|S), where
Ds1 = {thickened, thinning, normal}, Ds2 = {low, high, normal}, ..., and Dsm=
{inverted, upright}.

Table 1. Illustration of P (d = true|S)

s1 s2 ... sm P (d = true|S)
thickened low ... inverted 0.96
thickened low ... upright 0.92
...

...
...

...
...

thinning high ... inverted 0.72
thinning high ... upright 0.63
...

...
...

...
...

With such diagnostic knowledge, a BN can be directly specified as in Figure 1 (a). In
this BN, d is dependent on every symptom, and given d, every symptom is dependent
of every other symptom. This makes the computational complexity of the inference
grow exponentially in the number of variables in the domain. When applying the most
popular and general junction tree inference [7] method to the BN, it would be compiled
into a single clique junction tree. A clique in a junction tree corresponds to a maximal
complete graph as shown in Figure 1 (b). Another problem with a BN specified such
is that we cannot perform causal inference (i.e. the inference contrary to the arrow
direction) properly due to the lack of P (S) = P (s1, s2, ..., sm). Without P (S), we have
difficulty to obtain P (T |d) for any T ⊆ S from P (d|S). That is, a medical system built
only on diagnostic knowledge may not be able to perform causal inference properly.
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s 2 s ms 1

d

s 2 s ms 1
... ...

d(b)(a)

Fig. 1. A BN from diagnostic knowledge and its compilation: (a) The BN from diagnostic knowl-
edge on relationship between disease d and symptoms S = {s1, s2, ..., sm}; (b) The BN becomes
a complete graph after compilation

How if we build a BN using causal knowledge? Figure 2 (a) shows the correspond-
ing BN built from the causal knowledge P (s1|d), P (s2|d), ..., P (sm|d). Its junction
tree is composed of a set of small cliques as shown in Figure 2 (b). An immediate
observation is that we only need to maintain small probability distributions P (d, s1),
P (d, s2), ..., P (d, sm) to perform inference. Compared to the inference by maintaining
P (d, s1, s2, ..., sm) for the BN in Figure 1 (a), inference becomes much cheap here.
Another advantage of building BNs from causal knowledge is that diagnostic knowl-
edge P (S) is generally more tenuous than causal knowledge [8]. For example, doctors
usually have no idea on how many patients having headaches have flu though they do
know how many patients with flu have headaches.

s 2 s ms 1

s 21 s s m

...

(b)(a) d

...d, d,d, 

Fig. 2. A BN from causal knowledge and its compilation: (a) The BN from causal knowledge
on relationship between disease d and symptoms S = {s1, s2, ..., sm}; (b) The junction tree is
composed of a set of small cliques

3 Causal Knowledge Mining

We prefer to build BNs with causal knowledge P (s1|d), P (s2|d), ..., P (sm|d). For our
problem, we only have diagnostic knowledge P (S) = P (d|s1, s2, ..., sm), however. In
this section, we discuss how to find causal knowledge from diagnostic one.
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Since

P (si|d) =

∑
S\{si} P (d|s1, s2, ..., sm)P (s1, s2, ..., sm)

P (d)
(1 ≤ i ≤ m), (1)

we need probability distributions P (s1, s2, ..., sm) and P (d) to specify P (si|d)(1 ≤
i ≤ m) exactly. We have neither, however. Next we discuss if we can ignore one of
them and based on what conditions the ignorance is valid.

Since
P (d, s1, s2, ..., sm) = P (d|s1, s2, ..., sm)P (s1, s2, ..., sm),

and we can obtain P (d) from P (d, s1, s2, ..., sm) by marginalizing out s1, s2, ..., sm:

P (d) =
∑
S

P (d, s1, s2, ..., sm),

we can obtain P (d) from P (d|s1, s2, ..., sm) and P (s1, s2, ..., sm). However, from
P (d) and P (d|s1, s2, ..., sm), we cannot obtain P (s1, s2, ..., sm). So, we choose to
ignore P (s1, s2, ..., sm) if we have to ignore one of them. To validate the ignorance, we
need Assumption 1.

Assumption 1. Symptom distribution P (S) = P (s1, s2, ..., sm) is uniform.

By Assumption 1, Equation 1 becomes

P (si|d) =

∑
S\{si} P (d|s1, s2, ..., sm)

P (d)
(1 ≤ i ≤ m), (2)

where P (d) =
∑

S P (d|s1, s2, ..., sm). That is,

P (si|d) =

∑
S\{si} P (d|s1, s2, ..., sm)∑

S P (d|s1, s2, ..., sm)
(1 ≤ i ≤ m). (3)

Therefore, by Assumption 1, we can obtain all probability distributions P (d), P (s1|d),
P (s2|d), ..., P (sm|d) that are needed to specify the BN as shown in Figure 2 (a).

You may have noted that by modeling the relationship between a disease and its
symptoms with a BN as shown in Figure 2 (a), another Assumption 2 is implied.

Assumption 2. Given d, s1, s2, ..., sm are independent of each other.

BNs as shown in Figure 2 (a) are called naive BNs. Naive BNs have been proved suc-
cessful in many medical applications (e.g. [9]), though assumption 2 may not necessar-
ily hold in the real world. In the next section, we by experiments evaluate the causal
knowledge mining method.

4 Experiment

The experiment is made based on the diagnostic knowledge of four cardiologic dis-
eases. The four cardiological diseases are abdominal aortic aneurysm, aortic dissection,
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thoracic aortic aneurysm, and dilated cardiomyopathy. The diagnostic knowledge for
each disease is presented in a table as shown in Table 1, which has been validated by
medical experts. From the four tables of diagnostic knowledge we calculate four sets of
causal knowledge and use them to construct four BNs, each modeling the relationship
between one disease and its symptoms (lab test results). The four BNs can then be used
to evaluate the probabilities of diseases given their symptoms. We would like our BNs
to provide diagnoses which are consistent with the diagnostic knowledge tables. To ver-
ify this, we perform Bayesian inference with these BNs and obtain the probabilities of
each disease on all different laboratory test results. We compare these probabilities with
those provided in diagnostic knowledge tables. It turns out they are very consistent with
each other.

Fig. 3. Probability differences for thoracic aortic
aneurysm
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Fig. 4. Distribution of the probability dif-
ferences for thoracic aortic aneurysm

Fig. 5. Probability differences for abdominal
aortic aneurysm
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Fig. 6. Distribution of the probability dif-
ferences for abdominal aortic aneurysm
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Figure 3 shows the diagnosis differences on all different configurations of symptoms
for thoracic aortic aneurysm. Almost all differences are within ±0.1 and most of them
are close to 0. The mean and standard deviation are 0.00094 and 0.03292, respectively.
Figure 4 specifically shows the distribution of these probability differences. As observed
in Figure 3, most are located within ±0.025.

Fig. 7. Probability differences for aortic dis-
section
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Fig. 8. Distribution of the probability dif-
ferences for aortic dissection

Fig. 9. Probability differences for dilated
cardiomyopathy
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Fig. 10. Distribution of the probability
differences for dilated cardiomyopathy.

For the other three diseases, we get similar results, which are shown in Figures 5 and
6, 7 and 8, and 9 and 10, respectively. All means are less than 0.01 and all standard
deviations are lower than 0.04. Their distribution figures indicate that an overwhelm-
ing majority of these differences is located within ±0.05. This indicates BNs from the
mined causal knowledge work pretty consistently with the diagnostic knowledge tables.

With BNs, we do not have to get all test results to reason about the disease probabil-
ities as with the diagnostic knowledge tables. That is, missing evidence is allowed, and
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we can infer with whatever evidence we have. Compared to other methods for uncertain
reasoning, e.g. fuzzy rules based fuzzy logic, BNs can combine both causal and diag-
nostic inferences mathematically soundly. BNs can also show us how the information
(influence) flows on dependency chains.

5 Conclusion

To explore the advantages of BN inference, in this paper we investigate how to mine
causal knowledge from diagnostic knowledge. It turns out diagnostic knowledge is not
sufficient to derive causal knowledge from. We provide two assumptions that need to
be assumed to effectively extract causal knowledge from diagnostic knowledge for con-
structing naive BNs. Experiments show BNs built from the causal knowledge obtained
from the proposed approach provide very consistent diagnoses as presented in diagnos-
tic knowledge tables. This indicates the proposed method works very well on our cases
in deriving causal knowledge from the diagnostic knowledge. Large scale experiments
will be performed to further confirm the conclusion.

Besides medical areas, the proposed method can also be applied to non-medical areas
such as equipment diagnosis.
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Abstract. Cancer combinational chemotherapy is a complex treatment process 
that requires balancing the administration of anti-cancer drug to reduce tumor 
size with the adverse toxic side effects caused by these drugs. Methods of com-
putational optimization like Genetic Algorithm (GA) and Canonical Particle 
Swarm Optimization (CPSO) have been used to strike the right balance. The 
purpose of this paper is to study how an alternative optimization technique - 
Modified Particle Swarm Optimizer (MPSO) - can be used for finding optimal 
chemotherapeutic treatments in an efficient manner. Comparison of its per-
formance with the other existing algorithms of MPSO has been shown. 

Keywords: Modified Particle Swarm Optimizer, Cancer chemotherapy, Adap-
tive dynamic weights, Computation optimization. 

1   Introduction 

Many decision-making processes involve searching through a large space of possible 
solutions. In the combinational chemotherapy optimization problem, the size of the 
solution space increases exponentially with the number of decision variables, the values 
of which need to satisfy certain feasibility criteria. Finding an optimal solution is a diffi-
cult task in such situations by using conventional optimization methods. It has been 
found that GA and CPSO show a good and robust performance on a class of non-linear, 
multi-constrained chemotherapy design problems [1] - [5]. However, the field of  
evolutionary computation is growing, and alternative techniques of particle swarm op-
timization (PSO) are being developed [6] - [8]. The attraction to PSO is that it is a popu-
lation-based optimization technique that is based on the ’social-psychological tendency 
of individual particles’ within the swarm to ’emulate the success of other individuals’ 
[9]. The search behavior of a particle is governed by the experience of its neighbours, 
aimed at efficient search through complex structures that have unpredictable solutions 
spaces. Combinational chemotherapy exhibits properties as multimodality and disjoint 
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nature of feasible regions in the solution space. The purpose of this paper is to study the 
capabilities of MPSO [6] - [8] to solve the optimization problem of cancer combina-
tional chemotherapy and to compare their efficiency. 

2   Problem Background 

Amongst the therapeutic methods to cure cancer, combinational chemotherapy is 
considered as the most complex methodology [10]. Hence it is very difficult to find 
effective chemotherapy treatments without a systematic approach. In order to arrive at 
such an approach, medical aspects of cancer treatment must be taken into account. 

2.1   Medical Aspects of Chemotherapy 

All the drugs used in cancer chemotherapy have narrow therapeutic indices. Therefore 
the concentration levels at which these drugs are administered to reduce the tumor 
size are close to those levels at which unacceptable toxic side-effects occur. Hence 
effective treatment schedule are obtained by balancing the beneficial and adverse 
effects of a combination of different drugs, administered in a well scheduled treatment 
period [2]. The beneficial effects of cancer chemotherapy correspond to treatment 
objectives that oncologists want to achieve by means of administering anti-cancer 
drugs. A cancer chemotherapy treatment may be either curative or palliative. Curative 
treatment attempts to eradicate the tumor; palliative treatments are applied only when 
a tumor is found to be incurable with the objective to maintain a reasonable quality of 
life as long as possible.Since most anti-cancer drugs are highly toxic and administered 
through the blood stream, they cause damage to sensitive tissues in many parts of the 
body. In order to limit this damage, toxicity constraints are placed on the amount of 
drug applied at any time interval. Constraints are also placed on the cumulative drug 
dosage over the treatment period, and on the damage caused to various sensitive tis-
sues due to these drugs [10]. In addition to toxicity constraints, the tumor size must be 
maintained below a lethal level during the whole treatment period. 

The goal of cancer chemotherapy therefore is to achieve the beneficial effects of 
chemotherapy treatment without violating any of the above mentioned constraints. 

2.2   Problem Definition 

To solve the optimization problem of cancer chemotherapy, a set of treatment sched-
ules, which satisfies toxicity and tumor size constraints and at the same time yielding 
acceptable values of treatment objectives has to be found. Anti-cancer drugs are usu-
ally delivered according to a discrete dosage program in which there are n doses given 
at times t1, t2, … tn [11]. In the case of combinational chemotherapy, each dose is a 
combination of d drugs defined by the concentration levels Cij, i∈(1,n), j∈(1,d). The 
solution space Ω of the chemotherapy optimization problem is the set of control vec-
tors c = (Cij) representing the drug concentration profiles. But, not all of these profiles 
are used for chemotherapy treatment, since chemotherapy is constrained in a number 
of ways. Although the constraint sets of chemotherapeutic treatment vary for each 
drug and cancer type, they generally have the following form [5]: 
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1. Maximum instantaneous dose Cmax for each drug acting as a single agent: 
 

g1(c) = { Cmax j - Cij ≥ 0, ∀ i∈(1,n), ∀ j∈(1,d) }                     (1) 
 

2. Maximum cumulative Ccum dose for drug acting as a single agent: 

                         g2(c) = { Ccum j - ∑
=

n

i 1

Cij ≥ 0, ∀ i∈(1,n), ∀ j∈(1,d) }                   (2) 

3. Maximum permissible size Nmax of the tumor: 
 

                                         g3(c) = { Nmax - N(ti) ≥ 0, ∀ i∈(1,n) }                             (3) 
 

4. Restriction on the toxic side-effects of multi-drug chemotherapy: 

                    g4(c) = { Cs-eff k - ∑
=

d

j
kj

1

η Cij ≥ 0, ∀ i∈(1,n), ∀ k∈(1,m) }                  (4) 

The factors kjη represent the risk of damaging the kth organ or tissue by administering 

the jth
 drug. Estimates of these factors for the drugs most commonly used in treatment 

of breast cancer can be found in [12, 13]. Tumor eradication is the primary objective 
of cancer combinational chemotherapy. Eradication of tumor is defined as the reduc-
tion of the tumor from an initial size of around 109

 cancer cells to below 103
 cancer 

cells. In order to simulate the response of cancer tumor to chemotherapy, the 
Gompertz growth model with a linear cell-loss effect is used [10]: 
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where N(t) represents the number of tumor cells at time t ; λ, Ө are the parameters of 

tumor growth, H(t) is the Heaviside step function; jκ are the quantities representing 

the efficacy of anti-cancer drugs, and Cij denote the concentration levels of these 
drugs. One advantage of the Gompertz model from the computational optimization 
point of view is that the equation (5) yields an analytical solution after the substitution 

( ))(ln)( tNtu θ=  [14]. Since u(t) increases when N(t) decreases, the primary op-

timization objective of tumor eradication can be framed as follows [3]: 

                    minimize    F(c) = ∑
=

n

i
itN

1

)(                                      (6) 

3   Methodology 

This section explains how the optimization problem of cancer chemotherapy can be 
solved by the different algorithms of MPSO [6] - [8]. 

3.1   Modified Particle Swarm Optimizer (MPSO) 

The MPSO algorithm is initialized with a population of particles which are considered 
to be solutions for the cancer combinational chemotherapy problem. These particles 

c
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are flown through the hyperspace Ωof solutions to the chemotherapy optimization 

problem described in the previous section. The position of each particle 1+k
ic  at itera-

tion k +1 corresponds to a treatment regimen of anti-cancer drugs and is determined 
by the following formula: 

                                 k
i

k
i

k
i vcc +=+1                                              (7) 

where k
iv is a randomized velocity vector assigned to each particle in a swarm before 

the start of the algorithm. The velocity vector drives the optimization process towards 
the objective and reflects the ‘socially exchanged’ information. There exist different 
algorithms of the CPSO that regulate how this ‘social’ information is exchanged. The 
first algorithms – individual best, the second algorithm – local best and the third algo-
rithm – global best [9]. Each particle in the swarm is attracted towards the position 
representing best chemotherapeutic treatments found by the particle itself, its 
neighbours, and/or the entire population. This is achieved by defining the velocity 
vector in (7) for each particle as: 

).(.).(.. 1
22

1
11

1 −−− −+−+= k
i

k
i

k
i

k
i cibestrbcgbestrbvv ω            (8) 

where,ω  is the inertia coefficient; b1 and b2 are empirical coefficients used to im-
prove PSO performance; r1 and r2 are random numbers in the range [0,1]; ibest and 
gbest are the best locations in Ωfound by the particle i and the entire population re-

spectively; 1−k
iv is the velocity value of particle i at the previous iteration of the algo-

rithm, the initial velocity values are assigned at random.The PSO algorithm works by 
finding a new position for each particle using (7) and (8), evaluating them and updat-
ing the personal and global best values.There also exist three different models of 
MPSO that are demarcated based on the method by which inertia coefficient ω  is 
updated for each iteration of the MPSO algorithm. All the three models use equation 
(7) for calculating and updating position. The difference in the three algorithms oc-
curs in equation (8). The first model was proposed by Shi and Eberhart [15] and it 
uses the following formula to calculateω  (inertia coefficient): 

           Model 1:     final
finalinitial

cur iter
iteriter ω

ωω
ω +⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ −
−=

max
max )(                   (9) 

where initialω and finalω represent the initial and final inertia coefficient respectively 

at the start of a given run, itermax the maximum number of iterations in a offered run, 
and itercur the current iteration number at the present time step. Then, a different ver-
sion of dynamic inertia weight was proposed by Chatterjee and Siarry [7]. They pre-
sented a nonlinear function that modulates the inertia weight with time for improving 
the performance of the PSO algorithm. The main modification is the determination of 
the inertia weight as a nonlinear function of the current iteration number at each time 
step. The dynamic function of ω  was modified as follows: 

Model 2:    ( ) finalfinalinitial

n

cur

iter

iteriter ωωωω +−⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −=
max

max                   (10) 
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More recently, a different version of dynamic inertia weight was proposed by Shu-Kai 
S.Fan, Ju-Ming Chang [8].They presented a novel nonlinear function regulating iner-
tia weight adaptation with a dynamic mechanism for enhancing the performance of 
PSO algorithms. The principal modification is the determination of the inertia weight 
through a nonlinear function at each time step. The nonlinear function is given by: 

Model 3:   initial
rd ωω )(=         (11) 

where d is the decrease rate ranging between 1.0 and 0.1, and r the dynamic adapta-
tion parameter depending on the following rules for successive adjustment at each 
time step. For a minimization case, it follows [8] 

if f(Pgd-new) <  f(Pgd-old) then r ← r-1; 

if f(Pgd-new) >  f(Pgd-old) then r ← r+1; 

where Pgd-new and Pgd-old denote the global best solutions at current and previous time 
steps, respectively. This mechanism is to ensure that particles fly more quickly toward 
the potential optimal solution, and then through decreasing inertia weight to perform 
local refinement around the neighborhood of the optimal solution. 

4   Experiments 

In this study we have compared three models (9), (10), (11) for the MPSO algorithm. 
Each of these models contain two algorithms one for global best MPSO and another 
for local best MPSO. The comparison has been done on the problem of multi-drug 
cancer combinational chemotherapy optimization addressed in [1] - [3], [5]. The op-
timization objective is to minimize the overall tumor burden F(c) defined by (6) with 
the aim to eradicate the tumor. The initially declared swarm consists of 50 particles, 
these particles are the concentration value for each drug, in every dose in which the 
drug is administered (Cij). The drug concentration values are declared in random 
based on the constraints in (1) - (4). Each particle in the swarm is also assigned a 
random initial velocity value in the range [0,2]. For the iterations performed after that, 

equation (7) and (8) carry out the updation of position and velocity k
iv where k repre-

sents the iterations and i∈(1,50). The following value are taken for the other parame-
ters in (8) according to [16] - ω  is assigned values according to (9), (10) and (11); 
b1=b2=4; r1 and r2 are randomly generated numbers in the range [0,1]. For the local 
best MPSO algorithm, the neighborhood size was chosen to be 20% of the population, 
i.e. each neighborhood contains 10 particles and is formed on the basis of the numeri-
cal indexes assigned to these particles. The programs implementing MPSO for all the 
three algorithms differentiated by (9) - (11) are written in MATLAB; these programs 
run until a predefined termination criterion is satisfied. Since it is really difficult for 
all the particles in the swarm to have the exact same value at the end of a run, a small 
threshold was chosen to find out when a solution was reached. Because of the ran-
domized nature of algorithms under investigation, the programs implementing local 
and global best MPSO for all three algorithms were run 30 times each. In order to 
sharpen the comparison of performance, the same set of 30 random starting popula-
tions was used for each of the algorithms tested. This ensures that differences in  
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performance between algorithms cannot be related to a relatively poor set of random 
starting values. 

5   Results 

During each trial run of the programs implementing MPSO for Model 1, 2 and 3, the 
following outcomes were recorded as [5]: 
 

• the number of algorithms’ iterations (referred to as generations) required to 
find a feasible (i.e. satisfying all the constraints (1)-(4) and having minimum 
fitness function value) solution; 

• the minimum value of the fitness function found at each iteration of the  
algorithms; 

• the best solution found at the end of a trial run. 

 

Fig. 1. Represents the variation of inertia coefficient (ω ) with iterations for equation (10) for 
different n values (left) and equation (11) (right) 
 

 

Fig. 2. Number of generations needed to find a feasible solution for Model 1  
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The figures 2, 3 and 4 below present the comparative results based on the first 
measure - the mean number of generations required to find a feasible solution. The 
data are represented in the format adopted in [17]. 

 

Fig. 3. Number of generations needed to find a feasible solution for Model 2  

 

Fig. 4. Number of generations needed to find a feasible solution for Model 3 

6   Discussions 

Previous work [1] - [3], [5] has shown that GA and CPSO can be useful in solving the 
multi-constrained and multi-dimensional problem of cancer chemotherapy optimiza-
tion. The present study has demonstrated that an alternative technique - Modified 
Particle Swarm Optimization - is able to achieve the same optimization objective in a 
new and faster method than [5]. The ability of the PSO algorithms to explore the 
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solution space faster than GA has been reported in [16]. Our experimental results 
have shown that MPSO can explore the solution space faster than PSO. This work 
also shows that the MPSO algorithms, the global best MPSO in particular, optimize 
cancer chemotherapy treatments in a more robust manner – all trial runs of the MPSO 
programs led to finding a feasible solution. The PSO algorithms tend to keep particles 
within feasible regions by pulling them toward remembered locations in the solution 
space that proved their trustworthiness. In this respect, MPSO algorithm can rely on 
its dynamically changing inertia coefficient – the advantage that CPSO does not have. 
Historical information on the best solutions found by each particle and the population 
on the whole is a valuable asset in the context of cancer chemotherapy optimization, 
where multiple constraints and a very large solution space lead to a disjoint and sparse 
nature of the feasible region. Finding a solution to the problem of cancer chemother-
apy optimization faster without losing its quality is an important and useful goal for 
oncologists. The results of this study show that MPSO algorithms can be a viable, and 
better, alternative to PSO in achieving this goal. 

References 

1. McCall, J., Petrovski, A.: A Decision Support System for Cancer Chemotherapy Using 
Genetic Algorithms. In: Proceedings of the International Conference on Computational In-
telligence for Modelling, Control and Automation, vol. 1, pp. 65–70. IOS Press, Amster-
dam (1999) 

2. Petrovski, A., McCall, J.A.W.: Multi-objective optimisation of cancer chemotherapy using 
evolutionary algorithms. In: Proceedings of the First International Conference on Evolu-
tionary Multi-Criterion Optimisation, Zurich, Switzerland (2001) 

3. Petrovski, A.: An Application of Genetic Algorithms to Chemotherapy Treatment. Ph.D 
thesis, The Robert Gordon University, Aberdeen, U.K (1999) 

4. Tan, K.C., Khor, E.F., Cai, J., Heng, C.M., Lee, T.H.: Automating the drug scheduling of 
cancer chemotherapy via evolutionary computation. Artificial Intelligence in Medi-
cine 25(2), 169–185 (2002) 

5. Petrovski, A., Sudha, B., McCall, J.: Optimising Cancer Chemotherapy Using Particle 
Swarm Optimisation and Genetic Algorithms. In: Yao, X., et al. (eds.) PPSN 2004. LNCS, 
vol. 3242, pp. 302–9743. Springer, Heidelberg (2004) 

6. Shi, Y., Eberhart, R.C.: A modified particle swarm optimizer. In: Proceedings of the IEEE 
International Conference on Evolutionary Computation, pp. 69–73. IEEE Press, Piscata-
way (1998) 

7. Chatterjee, A., Siarry, P.: Nonlinear inertia weight variation for dynamic adaptation in par-
ticle swarm optimization. Computers & Operations Research 33, 859–871 (2006) 

8. Fan, S.-K.S., Chang, J.-M.: A Modified Particle Swarm Optimizer Using an Adaptive Dy-
namic Weight Scheme. HCI (12), 56–65 (2007) 

9. Eberhart, R.: Computational Intelligence PC Tools, pp. 185–196. Academic Press Profes-
sionals (APP), London (1996) 

10. Wheldon, T.: Mathematical models in cancer research. Adam Hilger, Bristol Philadelphia 
(1988) 

11. Martin, R., Teo, K.: Optimal Control of Drug Administration in Cancer Chemotherapy. 
World Scientific, Singapore (1994) 

12. Cassidy, J., McLeod, H.: Is it possible to design a logical development plan for an antican-
cer drug. Pharmaceutical Medicine 9, 95–103 (1995) 



 Modified Particle Swarm Optimizer with Adaptive Dynamic Weights 571 

13. Dearnaley, D., et al.: Handbook of adult cancer chemotherapy schedules. The Medicine 
Group (Education) Ltd., Oxfordshire (1995) 

14. Martin, R., Teo, K.: Optimal Control of Drug Administration in Cancer Chemotherapy. 
World Scientific, Singapore (1994) 

15. Shi, Y., Eberhart, R.C.: Parameter selection in particle swarm optimization. In: Porto, 
V.W., Waagen, D. (eds.) EP 1998. LNCS, vol. 1447, pp. 591–600. Springer, Heidelberg 
(1998) 

16. Trelea, I.: The particle swarm optimization: convergence analysis and parameter selection. 
Information Processing Letters 85, 317–325 (2003) 

17. Hoos, H., Stutzle, T.: Local Search Algorithms for SAT: An Empirical Evaluation. J. 
Automated Reasoning, special Issue SAT 2000 (1999) 



C. Tang et al. (Eds.):  ADMA 2008, LNAI 5139, pp. 572 – 580, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

MPSQAR: Mining Quantitative Association Rules 
Preserving Semantics* 

Chunqiu Zeng, Jie Zuo, Chuan Li, Kaikuo Xu, Shengqiao Ni, Liang Tang, 
Yue Zhang, and Shaojie Qiao 

Computer School of Sichuan University, 
610065 Chengdu, China 

{zengchunqiu,zuojie,lichuan}@cs.scu.edu.cn  

Abstract. To avoid the loss of semantic information due to the partition of 
quantitative values, this paper proposes a novel algorithm, called MPSQAR, to 
handle the quantitative association rules mining. And the main contributions in-
clude: (1) propose a new method to normalize the quantitative values; (2) assign 
a weight for each attribute to reflect the values distribution; (3) extend the 
weight-based association model to tackle the quantitative values in association 
rules without partition; (4) propose a uniform method to mine the traditional bi-
nary association rules and quantitative association rules; (5) show the effective-
ness and scalability of new method by experiments. 

1   Introduction 

The efficient discovery of quantitative association rules is considered as an interesting 
and important research problem. Previous researches in quantitative association rules 
mining mainly focus on applying binary association mining algorithms by partitioning 
the quantitative value into intervals [6,7, 9, 10, 12]. However, since each interval is 
mapped to a binary attribute relying on whether the attribute value falls into the range 
of interval, the quantitative semantic information of the original attribute disappears. 
Moreover, the generated rules just can reflect the co-occurrence relationship among 
bins of different attributes rather than among all the attributes directly [2]. Let T be a 
data set , T(i) be the i-th transaction of T and T(i, j) be the responding value of j-th 
item (or attribute) of the i-th transaction. Without partitioning, Min-apriori [2] proc-
esses the quantitative data by normalizing T(i, j) into Tn(i, j) with 

 
∑ =

= ||

1
),(/),(),(

T

in jiTjiTjiT  (1) 

where |T| is the size of data set. And Tn(i, j)∈[0,1]. 
For conventional binary association rule mining, traditional support (denoted by 

Tsupport ) of an item set X is calculated as: 

TiTXTiiTXTsupport )}(||1|)({)( ⊆∧≤≤= . (2) 
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However, for Min-apriori in [2], after the normalization of the data set, the support 
of item set X is defined as follows: 

∑ =
∈= ||

1
}|),({)(

T

i
n XjjiTminXsupport . (3) 

In the rest of paper, Nsupport(X) is used to denote the support of X, where Tn(i, j) is 
normalized by Equation (1). In Equation (3), the support of X is defined as the sum of 
all the minimum Tn(i, j) values of each transaction in data set. Obviously, the larger 
Tn(i, j) makes a greater contribution to the support of X containing item j. Therefore, 
Min-apriori can keep the quantitative semantics during association rules mining. 

 
Table 1. A data set contains 5 transactions 
and I= {A, B, C, D, E, F} 

TID A B C D E F 
TID_1 10 5 1 0 0 10 
TID_2 2 5 1 0 0 0 
TID_3 0 0 0 1 2 2 
TID_4 1 5 1 0 0 0 
TID_5 0 0 0 0 0 1 

 

Table 2. Data set after normalization 

TID A B C D E F 

TID_1 0.77 0.33 0.33 0.0 0.0 0.77 
TID_2 0.15 0.33 0.33 0.0 0.0 0.0 
TID_3 0.0 0.0 0.0 1.0 1.0 0.15 
TID_4 0.08 0.33 0.33 0.0 0.0 0.0 
TID_5 0.0 0.0 0.0 0.0 0.0 0.08 
Total 1.0 1.0 1.0 1.0 1.0 1.0 

 

The data set in Table 1 can be normalized as shown in Table 2 with Equation (1). 
By Equation (3), for each item i∈I, Nsupport({i}) = 1.0, thus the item set {i} contain-
ing single item is always frequent. That does not show the truth that {D} occurs 
rarely. This problem is called side effect. To address these problems, the rest of paper 
is organized as follows. Section 2 describes the new way to normalize the quantitative 
values. Section 3 introduces weight according to the variance of the values for each 
attribute. Section 4 presents the MPSQAR algorithm to mine quantitative association 
rules. Section 5 gives experiments to show the effective and scalable performance of 
MPSQAR algorithm. And in Section 6 a short conclusion is given. 

2   Quantitative Values Normalization 

In order to eliminate the side effect and unify both the binary and quantitative situa-
tions, we need the following new concepts. 

Table 3. Data set with binary values 

TID A B C D E F 
TID_1 1 1 1 0 0 1 
TID_2 1 1 1 0 0 0 
TID_3 0 0 0 1 1 1 
TID_4 1 1 1 0 0 0 
TID_5 0 0 0 0 0 1 
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Definition 1. Given the j-th attribute in data set T, let v be the most possible nonzero 
value to occur for the attribute. Then v is called Expecting Value Filled, abbreviated 
as EVF. EVF(j) is estimated as follows: 

|}|1,0),(|)({
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),()(

||

1 TijiTiT
jiTjEVF
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i ≤≤≠
×= ∑
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. (4) 

Especially, Considering the Table 3 with all binary attributes, all EVF values are 1.    

Definition 2. Let e be the value to normalize the values of j-th attribute in the data set. 
Then e is called Normalization Coefficient, abbreviated as NC, and defined as follows: 
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jEVFT
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×
= .  (5) 

 According to Definition 2, T(i, j) can be normalized into Tn(i, j) in the following: 

)(),(),( jNCjiTjiTn ×= .  (6) 

In the rest of paper, NCsupport(X) is used to denote the support of X defined in Equa-
tion (3), where Tn(i, j) is normalized by NC. So, data sets in Table 1 and Table 3 can 
be normalized as shown in Table 4 and Table 5 respectively. 

 
Table 4. The normalization result of Table 1 by 
NC 

Table 5. The normalization result of Table 3 
by NC 

TID A B C D E F 
TID_1 0.46 0.2 0.2 0.0 0.0 0.46 
TID_2 0.09 0.2 0.2 0.0 0.0 0.0 
TID_3 0.0 0.0 0.0 0.2 0.2 0.09 
TID_4 0.05 0.2 0.2 0.0 0.0 0.0 
TID_5 0.0 0.0 0.0 0.0 0.0 0.05 
Total 0.6 0.6 0.6 0.2 0.2 0.6  

TID A B C D E F 
TID_1 0.2 0.2 0.2 0.0 0.0 0.2 
TID_2 0.2 0.2 0.2 0.0 0.0 0.0 
TID_3 0.0 0.0 0.0 0.2 0.2 0.2 
TID_4 0.2 0.2 0.2 0.0 0.0 0.0 
TID_5 0.0 0.0 0.0 0.0 0.0 0.2 
Total 0.6 0.6 0.6 0.2 0.2 0.6  

Comparing Table 4 with Table 2, NCsupport({A})=0.6. Thus the side effect does 
not occur as Table 2 shows when the size of the item set is small. Given minimum 
support minsupp=0.3, then Tsupport({A,F})=0.2, so {A,F} is not frequent. While 
NCsupport({A,F})=0.46, so{A,F} is frequent. Especially, considering the binary 
values situation, according to Table 5, for any item set X, NCsupport(X)=Tsupport(X). 

Lemma 1. Given an item set X of a data set T. Assume that all the items in T are 
binary attributes. Tsupport(X)=NCsupport(X). (Proof is omitted due to limited space.) 

3   Incorporate Weight into Quantitative Association Rules 

3.1   Introducing Weight  

In previous sections, Equation (6) is used for normalization without side effect. It can 
unify the support definitions in both binary and quantitative situations. However, it 
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does not consider the distribution of the values in each attribute. To introduce the 
weight of quantitative association rules, we give several observations.  

Observation 1. In Table 1, the values of attribute A and attribute B are distributed 
quite differently. However, after normalizing the data by NC into Table 4, NCsup-
port({A}) is same as NCsupport({B}) although  the distributions of A and B are quite 
different especially when the size of item set is not large enough. 

Observation 2. In Table 1, attribute C always occurs with one or zero. So C is sup-
posed to be a binary attribute. Comparing A with C in Table 4, it is obvious that 
NCsupport({A}) is equal to NCsupport({C}). So Equation (3) can not reflect the dif-
ference between A and C. And a reasonable result that NCsupport({A}) is greater than 
NCsupport({C}) is expected. 

Based on the observations above, it is worthwhile to incorporate the distributions of 
different attributes into the way of calculating support. 

Observation 3. In Table 1, attribute B always occurs with ‘5’ or ‘0’ in data set. Thus 
it should also be viewed as a binary attribute. As a result, that NCsupport({B}) equals 
to NCsupport({C}) is considered to be reasonable. 

In order to reflect the distribution of each attribute described in observation 1 and 2, 
and keep the property in observation 3, a weight should be introduced for each attrib-
ute in the method of calculating support. 

To be more convenient for discussion later, let NAVA be an array which contains all 
the nonzero values for specific attribute in data set. And the NAVA is abbreviated for 
Nonzero Attribute Value Array. In Table 1, NAVA(1)={10,2,1}.Considering the Defi-
nition 1, it can be easily found that EVF(j) is the mean value of NAVA(j). 

Definition 3. Let NAVA(i, j) be the i-th value in the NAVA(j), and | NAVA(j)| be the 
size of  NAVA(j) array.  Then the relative diversity value of NAVA(j), is said  to be the 
Variance Factor of the j-th attribute , abbreviated as VF, defined as: 
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Considering that Equation (7) above, VF(j) reflects the variance of the j-th attribute 
relative to EVF(j) that is the expecting value of NAVA(i, j) for the j-th attribute. 

Lemma 2. Given a data set T, and T(i, j) ≥0 , then VF(j)∈[0,2]. If and only if each 
NAVA(i, j)=EVF(j), VF(j)=0. (Proof is omitted, since it is straightforward ) 

By the Definition 3 and Lemma 2, given the specific j-th attribute, then the weight 
of the j-th attribute can be defined as follows: 

2/)(1)( jVFjweight += . (8) 

Lemma 3. Given the specific j-th attribute, let weight(j) be the weight of  the j-th 
attribute as defines above. Then (1) weight(j)∈[1,2].  (2) And when each NAVA(i, j) 
approaches EVF(j), then weight(j) approaches 1.  

Proof. It follows from Lemma 2 clearly and immediately. Note that, the more the 
values of the j-th attribute vary, the greater the weight(j) is. Especially, if the j-th item 
is a binary attribute, then it is inferred easily that VF(j)=0, therefore, weight(j)=1. 
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3.2   Modeling Weight  

Weighted support and normalized weighted support for binary association rules are 
first proposed in [1]. In order to incorporate weights of quantitative attributes into 
association rules, the definition of support in Equation (3) should be revised.  

Definition 4. Given an item set X from data set T and the j-th item attribute in the 
item set X, let weight(j) be the weight of  the j-th attribute and let Wsupport(X) denote 
the weighted support described in the following.  

)()(
1

)( XNCsupportjweight
X

XWsupport
Xj

×= ∑
∈

. (9) 

Note that, as defines in [1, 2], let minsupp be a user specified minimum support, if  
Wsupport(X) ≥ minsupp, then X is a large (or frequent) item set. If the size of large X 
is k, then X is called large k-item set. 

Lemma 4. Given a data set T, suppose all the items in T are binary attributes, and an 
item set X from data set T. Then Tsupport(X)=NCsupport(X)=Wsupport(X). (proof is 
omitted) 

As shows in Lemma 4, the definition of weighted support can handle the support of 
item set in both data sets with binary and quantitative attributes uniformly. Also it can 
tackle the quantitative attribute with the capability of reflecting the distribution of 
attribute values directly. 

Given two item sets X and Y, and X∩Y=∅, an association rule r can be defined in 

the form: X=>Y. Thus: (1) the support of r is: support(r) = Wsupport(XUY); (2) the 
confidence of r is: confidence(r) = NCsupport(XUY) /NCsupport(X).  

Given minsupp be the minimum support and minconf be the minimum confidence, 
if support(r)≥minsupp and confidence(r)≥minconf, the rule r is an interesting rule.  

4   Mining Association Rules with MPSQAR Algorithm 

Min-apriori algorithm is proposed for handling quantitative association rules directly 
without partition [2]. Considering the weighted support of item set X defined in Defi-
nition 4, the apriori property does not make sense again. Note that although 
{C,F}⊂{A,C,F} , Wsupport({A,C,F})=0.258 > Wsupport({C,F}) =0.244, {A,C,F} is 
frequent while {C,F} is not. In [1], MINWAL(O) and MINWAL(W) are proposed to 
tackle the weighted association rules with binary attributes. And the weight of each 
attribute is user specified, while this paper produces the weight of each attribute ac-
cording to its distribution. Thus MPSQAR algorithm is proposed by revising the 
MINWAL(O) for the weighted quantitative association rules in this paper. Let X, Y be 
item set, minsupp be the minimum support, and ||/)()( XjweightXw

Xj∑ ∈
= , then 

Wsupport(X)=w(X)×NCsupport(X). Let MPW be the maximum possible weight for 
any item set contains X, then define MPW(X) in mathematic form as MPW(X)= 
max{w(Y)|X⊆Y}. It is easy to draw that NCsupport(X)≥NCsupport(Y) when X⊆Y. 
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Lemma 5. If NCsupport(X)<minsupp/MPW(X), then X cannot be the subset of any 
large item set.(Due to the limited space, the proof is omitted.)  

Especially, according to Lemma 3, if NCsupport(X)≤minsupp/2, X cannot be the sub-
set of any large item set. To find the large item set, MPSQAR employs large candidate 
k-1 item sets to produce candidate large k item sets. Let T be the data set, and Tn be 
the data set normalized from T, Weights be set of item weights, Ci be the candidate 
large i-item sets and Li be the large i-item sets, then the MPSQAR algorithm is de-
scribed as follows: 

Algorithm. MPSQAR (Mining Preserving Semantic Quantitative Association Rule) 
Input: T:  the data set; minsupp: the minimum support 
Output: a list of large item set L 
Begin 
 Tn=normalize(T); 
 Weights[]=calculateWeight(T); 
 C1=singleItem(Tn,minsup); 
 L1=check(C1,minsup); 
 for(i=1;|Ci|>0;i++) 
 Begin 

  Ci+1=join(Ci); 
   Ci+1=prune(Ci+1,minsup); 
   Li+1=check(Ci+1,minsup); 
   L=L∪Li; 
 End 
 Return L; 
End 
All the methods in MPSQAR are listed in the following: 

normalize(T): use Equation (6) to normalize each value in T.  
calculateWeight(T): according to Equation (8), get all the weights of all the attributes. 
singleItem(Tn, minsupp): based on all the single item set, the single item set X will 
be pruned if NCsupport(X)≤minsupp/2 or NCsupport(X)≤minsupp/MPW(X). 
prune(Ci+1, minsupp): from candidate large (i+1)-item set, remove the item set X in 
following situations: (1)existing an i-item set which is a subset of X does not occur in 
Ci. (2) NCsupport(X)≤minsupp/2. (3) NCsupport(X)≤minsupp/MPW(X). 
join(Ci): similar to [1,3], return (i+1)-item sets. 
check(Ci+1, minsupp): according to Equation(3), check data set T and the item set X 
which Wsupport(X)≤minsupp will be removed, return the large (i+1)-item sets. 

5   Experiments and Performance Study 

MPSQAR is written in java. All the experiments are performed on HP Compaq 6510b 
with Intel(R) Core(TM)2 Duo CPU 1.8G HZ and 1G memory and Windows Vista. 

MPSQAR runs on both synthetic and real data sets. (1) For synthetic data set, the 
values of each attribute will be 0 with a probability generated randomly ranging from 
0 to 1. And the nonzero values of the attribute occur according to normal distribution 
whose mean and deviation are produced randomly. The range of nonzero values, the  
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number of transactions and number of attributes are all user-specified. (2) For the real 
data set, we use the text data set called 19MclassTextWc from WEKA home page. In 
the data set, all the word count feature vectors have already extracted. So the patterns 
of the words occurrence can be mined.  

To be more convenient, some notations are given: (a) BI: convert data set into bi-
nary data set depending on whether the value is greater than 0 firstly, then mine it 
with the apriori algorithm. (b) MA: mine data set with min-apriori algorithm [2]. (c) 
QM: normalize data set with NC and mine the data set without considering the weight 
of attribute. (d) WQ: mine the data set employing MPSQAR algorithm. 

 

                 Fig. 1.                                        Fig. 2.                                              Fig. 3. 

 

                 Fig. 4.                                        Fig. 5.                                              Fig. 6. 

Step 1, with our data generator, 10 synthetic data sets containing 10k transactions 
and 10 attributes are generated. And the 10 data sets vary with the number of quanti-
tative attributes in each data set. Especially, when the number of quantitative attrib-
utes is 0, the data set can be viewed as a binary data set and when the number is 10, 
all the attributes are quantitative. Given minsupp=0.3 and minsupp=0.4, Variation in 
the number of large item sets on the synthetic data sets with changing number of 
quantitative attributes are shown in Fig.1 and Fig.2 respectively. As we see, when the 
number of quantitative attributes is 0, BI, QM and WQ produce the same number of 
large item sets and that is in agreement with the Lemma 4, and the number for MA is 
greater than others due to its normalization way. For BI, there is no difference among 
different numbers of quantitative attributes, so BI cannot reflect the difference of 
quantitative attribute. Also, the number of large item sets for WQ is always greater 
than the one for QM due to the weight of attribute.  
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Step 2, given the synthetic data set containing all 10 quantitative attributes and the 
real data set containing 50 quantitative attributes extracting from the real text data, 
then the variation in the number of large item sets with different minsupp is shown in 
Fig.3 and Fig.4 respectively. As both figures shown, when the minsupp increases, the 
number of the large item set decreases. If the minsupp gets close to 1, the number of 
large item sets for BI, MA and WQ approaches 0. However, the number for MA stops 
decreasing due to its side effect. 

Step 3, with the data generator, 7 data sets containing 50 attributes vary with dif-
ferent numbers of transactions from 100k to 700k. And execution time on these data 
sets is shown in Fig.5. Also, 9 data sets accommodating 100k transactions vary with 
changing number of attributes from 10 to 50. And execution time on these data sets is 
shown in Fig.6. From both figures, it shows that MPSQAR scales approximately  
linearly.  

6   Conclusion and Future Work 

Most existing work for quantitative association rules mining relies on partitioning 
quantitative values and employs binary mining algorithm to extract the association 
rules. And the result rules just reflect the association among these intervals of differ-
ent items rather than the association among different items due to the semantic loss of 
the partition. To conquer the problem, this paper proposes the MPSQAR algorithm to 
mine the quantitative association rules directly by normalizing the quantitative values. 
MPSQAR also introduces a weight for each attribute according to the distribution of 
the attribute value and tackles the binary data and quantitative data uniformly without 
side effect existing in Min-apriori. The experiments show the efficiency and scalabil-
ity of proposed algorithm.  However, the modeled weight is sensitive to the noise of 
attribute values. More future work is needed to improve this feature. 
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Abstract. In this paper, a new method to solve the classified problems by using 
Support Vector Regression is introduced. Proposed method is called as SVR-C 
for short. In the method, through reconstructing the training set, each class 
through reconstructing the training set, each class value corresponding to a new 
training set, then use the SVR algorithm to train it and get a constructed model. 
And then, to a new instance, use the constructed model to train it and approxi-
mate the target class to the maximization of output value. Compared with  
M5P-C, SMO, J48, the effectiveness of our approach is tested on 16 publicly 
available datasets downloaded from the UCI. Comprehensive experiments are 
performed, and the results show that the SVR-C outperforms M5P-C and J48, 
and takes on comparative performance to SMO but has low standard-deviation. 
Moreover, our approach performs well on multi-class problems. 

Keywords: Support Vector Regression, Model tree, SMO, J48, SVM,  
Classification. 

1   Introduction 

Support Vector Machines (SVM) were developed to solve the classification problem 
by Vapnik[1], and recently, SVM has been successfully extended to solve regression 
problems. SVM is gaining popularity due to many attractive features, such as map-
ping via the Kernel functions, absence of local minimal, sparseness of the solution 
and capacity control obtained by acting on the margin, using the Structure Risk 
Minimization (SRM) principle, which has been shown to be superior to the traditional 
Empirical Risk Minimization (ERM) principle employed in conventional learning 
algorithms like neural networks.  

The traditional way to solve classification problem using SVM have many algo-
rithms, which mainly use the Kernel function to map the data in a high dimension space 
and then construct an optimal hyperplane, but there are no one using regression way to 
solve the problem. Thus, in this paper, we try to use the Support Vector Regression 
(SVR) for classification. We wondered whether SVR could be used for classification. 
Surprisingly, the experimental results show that it performs very well. It’s more accurate 
than the M5P-C[2][6], which use model tree for classification; J48[10], which is  
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produced by Eibe Frank in a decision tree way; it also shows comparative performance 
to SMO[9], which is often used to solve SVM problems in an improved way. 

This paper is organized as follows: In section 2, the SVR theory is reviewed and 
the new method is introduced. Experiment data and the results are reported in the next 
section. Following section briefly reviews our related work. Section 5 summarizes the 
results and concludes our paper. 

2   A New Classification Method: SVR-C 

E. FRANK[2] used the Model trees method for classification. It takes the form of a 
decision tree with linear regression functions instead of terminal class values at its 
leaves. During classification, the class whose model tree generates the greatest ap-
proximated probability values is chosen as the predicted class. As the linear regres-
sion is often restricted in local learning, and has the risk of over-learning; the SVR 
can be used to avoid the difficulties by using functions in the high dimensional feature 
space and optimization problem is transformed into dual convex quadratic programs; 
we wonder to use the SVR for classification. Like to E.FRANK constructed the 
Model trees[2], we employ the SVR to classification also use the approximated func-
tion value to approach the most likely class. 

In this section, we first describe the SVR theory[3], and then give the SVR-C 
method which will be used for classification in our method, in the following we intro-
duce the process of SVR-C and SVR-C procedure. 

2.1   The SVR Theory 

SVM can be applied not only to classification problems but also to the case of regres-
sion. Still it contains all the main features that characterize maximum margin[4] algo-
rithm: a non-linear function is leaned by learning machine mapping into high 
dimensional feature space through the Kernel function induced.  

In SVM regression, the input x  (Instance) is first mapped into a m-dimensional 
feature space using some fixed mapping, and then a model is constructed in this fea-
ture space. Using mathematical notation, the model (in the feature space) ( , )f x ω  is 

given by: 
1

( , ) ( )
m

j j
j

f x g x bω ω
=

= +∑ . where ( ), 1,...,jg x j m=  denotes a set of non-linear 

transformations, and b is the “bias” term. The data are often assumed to be zero mean 
(this can be achieved by preprocessing), so the bias term is dropped. 

SVR performs in the high-dimension feature space using ε − insensitive loss and, 
at the same time, tries to reduce model complexity by minimizing 2

m . This can be 

described by introducing (non-negative) slack variables * , 1, ...,i i i nξ ξ =， , to measure-

the deviation of training samples outside ε -insensitive zone. Thus SVM regression is 
formulated as minimization of the following function: 
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This optimization problem can transformed into the dual problem and its solution 
is given by:  

* *
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Where s vn  is the number of Support Vectors (SVs) and the Kernel function: 
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Fig. 1. Non-linear mapping of input examples into high dimensional feature space. (Classifica-
tion case, however the same stands for regression as well).  

2.2   The SVR-C Method 

The method which we used for classification is called SVR-C for short. The key to 
SVR-C is constructing the training model for each class label. For a new instance, we 
use the constructed model to train it and approximate the target class to the maximiza-
tion of output value. 

Training starts by deriving several new datasets from the original dataset, one for 
each possible value of the class. In the next step the SVR inducer is employed to gen-
erate a model for each of the new datasets. 

Take the dataset “Wine” for example. Which have 178 instances, 14 attributes 
and 3 classes. Firstly, we divided the dataset into 3 new datasets, which contains 
the same number of instances as the original, with the class value set to 1 or 0 
depending on whether that instance has the appropriate class or not. Then, we em-
ploy the SVR algorithm to each new datasets and get 3 train models. For a new 
instance x, we use the 3 trained models to predict its target value, and the maxi-
mum one would be the most approximate to the class label. The process describes 
in figure 2:  



584 B. Huang et al. 

 

Fig. 2. The process of using Support Vector Machines for Classification 

2.3   SVR-C Procedure 

The procedure of the SVR-C can be described simply as follows:  

Input: Training instance, newInsts 
Output: Training model, the class label
BEGIN
1 getCapabilities(); 
2 makeCopies();      
3 insts.numClasses();         
4 MakeIndicator();
5 buildClassifier();
6 TrainModelt();
7 GetTargetClass ; 
8 Input training set; 
9 if(getCapabilities()= =false)  
10   makeCopies(trainingSet) 
11   insts.numClasses(trainingSet) 
12 end if
13 MakeIndicator(SVR(trainingSet))
14 buildClassifier(trainingSet) 
15 Instances newInsts; 
16 TrainModelt(newInsts)
17 GetTargetClass(newInsts) 
END

// Can classifier handle the data? 
// Creates a given number of deep copies of the given 
classifier 
// A filter that creates a new dataset with a boolean
attribute replacing a nominal attribute. 
//Construct the classifier model 
//Use the model train instance 
//Get the class label 

// Copy the dataset  
// matching class attribute 

// SVR Constructor 

// Give a new Instance: newInsts 
// Use the train models to train the newInsts  
// Get the target class for the newInsts 
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3  Experimental Method and Results 

3.1   Data Preprocessed 

We ran our experiments on 16 UCI datasets [8], which represent a wide range of 
domain and the data characteristics is listed in Table 1. 

Table 1. Description of data sets used in the experiment. All these data sets are downloaded 
from the UCI collection in the format of arff. 

NO. DataSet Instances Attributes Class Missing Numeric 
1 banlance-scale 625 5 3 N Y 
2 bridges-version1 107 13 6 Y Y 
3 bridges-version2 107 13 6 Y Y 
4 colic 368 23 2 Y Y 
5 dermatology 366 35 6 N Y 
6 hayes-roth 132 5 3 N Y 
7 house-votes-84 435 17 2 Y N 
8 labor 57 17 2 Y Y 
9 promoters 106 58 2 N N 
10 solar-flare_1 323 13 2 N Y 
11 tic-tac-toe 958 10 2 N N 
12 trains 10 33 2 N Y 
13 vote 435 17 2 Y N 
14 weather.nominal 14 5 2 N N 
15 wine 178 14 3 N Y 
16 zoo 101 18 7 N Y 

Table 2. The detailed experimental results. Obtained with 10 times 10-fold cross validation, 
with a 95% confidence level. Each data is shown in the form of “percent-correct ± standard-
deviation”. 

DataSet SVR-C M5P-C SMO J48 
banlance-scale 89.76±2.26 86.29±2.53 v 90.04±2.29 * 64.14±4.16 v 
bridges-version1 67.98±10.98 41.95±4.62 v 66.69±11.09 v 57.42±11.26 v 
bridges-version2 66.80±11.21 41.95±4.62 v 66.94±10.80 * 56.46±10.69 v 
colic 81.52±5.81 83.45±6.46 * 81.31±5.54 v 84.31±6.02 * 
dermatology 95.66±3.23 96.50±2.78 * 95.04±2.67 v 94.10±3.34 v 
hayes-roth 80.68±9.43 76.03±9.40 v 81.33±8.15 * 70.00±9.46 v 
house-votes-84 95.63±2.76 95.61±2.77 v 95.81±2.89 * 96.57±2.56 * 
labor 87.10±15.27 85.13±16.33 v 92.97±9.75 * 78.60±16.58 v 
promoters 86.71±10.46 76.37±11.81 v 91.01±8.46 * 79.04±12.68 v 
solar-flare_1 97.75±1.58 97.53±1.65 v 97.47±1.66 v 97.84±1.42 * 
tic-tac-toe 98.33±1.28 94.43±2.70 v 98.33±1.28 v 85.28±3.18 v 
trains 70.00±46.06 40.00±49.24 v 70.00±46.06 v 90.00±30.15 * 
vote 95.63±2.76 95.22±2.62 v 95.79±2.91 * 96.27±2.79 * 
weather.nominal 76.50±37.24 54.50±41.50 v 65.00±40.51 v 47.50±42.86 v 
wine 99.21±1.97 97.13±3.44 v 98.76±2.73 v 93.20±5.90 v 
zoo 93.36±6.25 92.51±7.06 v 96.24±5.04 * 92.61±7.33 v 
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3.2    Experiment  

We conducted the experiments under the framework of Weka [7] to study the four 
methods, which are SVR-C(Using Support Vector Regression for classification, the  
SVR algorithm which we used is SMOreg developed by Smola and B. Scholkopf[3]), 
M5P-C[2][6] (Using Model trees for classification,), SMO[9](Sequential Minimal 
Optimization ) and J48[10]( Class for generating a pruned or unpruned C4.5 decision 
tree). The classification accuracy and standard-deviation of each classifier on each 
dataset was obtained via 1 run of 10-fold cross validation. Experiments with the vari-
ous methodologies were carried out on the same training sets and evaluated on the 
same test sets. Particularly, the cross-validation folds are the same for all the experi-
ments on each dataset. We compared them via two-tailed t-test with a 95% confidence 
level. Table 2 shows the detailed experimental results, “v”, “*”: statistically signifi-
cant SVR-C improved or degraded to other algorithms. 

3.3   Experimental Results  

Seen from the experimental results, to SVR-C, compared with the other 3 methodolo-
gies, the statistical results were shown in table 3. The curves are shown in figure 3.  

Table 3. The statistical data of experimental results 

Items SVR-C M5P-C SMO J48 
Mean accuracy 86.4±10.53 78.4±10.59 86.4±10.63 80.2±10.40 
SVR-C  
Outperforms 

———— 14 8 11 

Seven Multi-Class 
Mean accuracy 

85±6.11 76±4.92 85±6.48 75±7.45 

 

 

Fig. 3. The Curve of the experiment results 
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(1). SVR-C significantly outperforms M5P-C. In the 16 datasets we tested, SVR-C 
wins in 14 datasets, surprisingly loses in 2 datasets. SVR-C’s average accuracy is 
86.4%, much higher than that of M5P-C (78.4). This fact proves that, comparing with 
M5P-C, Support Vector Regression can be used for classification and performs well; 
and it can be seen that SVR-C can solve the difficulty of local restrictive learning to 
Model trees. 

(2). SVR-C significantly outperforms J48. In the 16 datasets we tested, SVR-C 
takes priority in 11 datasets, only loses in 5 dataset, with the average accuracy is 
much higher than that of J48 (80.2%). This fact shows that, though decision tree 
methods often perform well to classification, SVR-C is a new efficient way to solve 
the classified problems. 

(3). SVR-C shows comparative performance to SMO. In the 16 datasets, SVR-C 
wins in 8 datasets and loses in 8 datasets, with the same average accuracy to SMO, 
however, SVR-C has low standard –deviation. This fact suggests that SVR-C needs to 
be improved, on the other hand it shows that the mapped and kernel method are very 
useful way to solve many difficult problems. 

(4). SVR-C performs better on multi-classifications.  As the SVR-C method uses 
the way of function approximate, it doesn’t need to consider the traditional way to 
reconstruct the instance. Moreover, it is efficient, which can be seen from Table 3, the 
mean accuracy of SVR-C method is 85%, which is outperformed than M5P-C and 
J48, and has lower standard –deviation than SMO. 

4   Related Work 

SVR-C is a new way of solving classified problems, though it performs well on the 
test datasets, we need to find the characteristic of the dataset which will be the best to 
fit for using SVR-C, so that we can get better application in practice. 

The SVR-C is time-consuming, so investigating and improving its performance are 
other directions in our related work. 

The traditional idea of solving multi-class problem is treating it as several two-way 
classification problems. However, SVR-C gives a new method to solve multi-class 
problem by function approximation to each new instance. How to find an appropriate 
function model to get better approximation to the label is another direction. 

5   Conclusions 

In this paper, we proposed a new method to classification: using Support Vector Re-
gression for classifications. By deriving the original dataset, we get several new data-
sets which contains the same number of instances as the original, and then use the 
SVR algorithm to train the new datasets to get a function model. For a new instance, 
we use the train model to predict the target class, which is the maximum one of the 
outputs. 

To SVR-C, we compared it with M5p-C, SMO and J48. We implement these 
methods using 16 datasets downloaded from the UCI on the platform of Weka. The 
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experimental results show that SVR-C outperforms M5P-C and J48, and it shows 
comparative performance to SMO. This fact proves that SVR-C is a new and efficient 
way to solve classified problems. 

Acknowledgments 

This paper is supported by Civil aerospace pre-research project. 
Many thanks to Eibe Frank , Y. Wang (etc.) for kindly providing us with the im-

plementation of M5P-C. 

References 

1. Vapnik, V.: The Nature of Statistical Learning Theory, 2nd edn. Springer, New York 
(2001) 

2. Frank, E., Wang, Y., Inglis, S., Holmes, G., I.H.: Using model trees for classification. Ma-
chine Learning 32, 63–76 (1998) 

3. Smola, Scholkopf, B.: A Tutorial on Support Vector Regression. NeuroCOLT Technical. 
[C] Report NC-TR-98-030, Royal Holloway College, University of London, UK (1998) 

4. Boser, B., Guyon, I., Vapnik: A training algorithm for optimal margin classifiers. In: Pro-
ceedings of the Fifth Annual Workshop on Computational Learning Theory. ACM Press, 
New York (1992) 

5. Fan, R.-E., Chen, P.-H., Lin, C.-J.: Working Set Selection Using Second Order Informa-
tion for Training Support Vector Machines. Journal of Machine Learning Research 6, 
1889–1918 (2005) 

6. Breiman, L., Friedman, J.H., Olshen, R.A., Stone, C.J.: Classification and regression trees. 
Wadsworth, Belmont (1984) 

7. Ian, H., Frank: Data Mining: Practical machine learning tools and techniques, 2nd edn. 
Morgan Kaufmann, San Francisco (2005), 
http://prdownloads.sourceforge.net/weka/datasets-UCI.jar 

8. UCI Repository of machine learning data-bases, Irvine, CA, 
http://www.ics.uci.edu/~mlearn/MLRepository.html  

9. Platt, J.C.: Fast Training of Support Vector Machines using Sequential Minimal Optimiza-
tion (1998), http://www.research.microsoft.com/_jplatt 

10. Quinlan, R.: C4.5: Programs for Machine Learning. Morgan Kaufmann Publishers, San 
Mateo (1993) 



C. Tang et al. (Eds.):  ADMA 2008, LNAI 5139, pp. 589–595, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Dynamic Growing Self-organizing Neural Network for 
Clustering 

Daxin Tian1, Yueou Ren2, and Qiuju Li2 

1 School of Computer Science and Technology, Tianjin University, 300072, China 
tiandaxin@gmail.com  

2 Department of Electronic Engineering, Armor Technique Institute of PLA, 130117, China 
ryohaious@163.com, liqiuju608@sohu.com 

Abstract. Neural Networks have been widely used in the field of intelligent in-
formation processing such as classification, clustering, prediction, and recogni-
tion. Unsupervised learning is the main method to collect and find features from 
large unlabeled data. In this paper a new unsupervised learning clustering neuron 
network—Dynamic Growing Self-organizing Neuron Network (DGSNN) is 
presented. It uses a new competitive learning rule—Improved Winner-Take-All 
(IWTA) and adds new neurons when it is necessary. The advantage of DGSNN is 
that it overcomes the usual problems of other clustering methods: dead units and 
prior knowledge of the number of clusters. In the experiments, DGSNN is ap-
plied to clustering tasks to check its ability and is compared with other clustering 
algorithms RPCL and WTA. The results show that DGSNN performs accurately 
and efficiently. 

1   Introduction 

Clustering is one of the most primitive mental activities of humans, used to handle the huge 
amount of information they receive every day. Processing every piece of information as a 
single entity would be impossible. Thus, humans tend to categorize entities (i.e., objects, 
persons, events) into clusters. Each cluster is then characterized by the common attributes of 
the entities it contains. Clustering is a major tool used in a number of applications, such as 
analyzing gene expression data [1,2], data mining [3-6], image processing [7-9], web min-
ing, hypothesis generation, hypothesis testing, prediction based on groups and so on. 

Unsupervised learning is the main learning method of different types of self-organizing 
neural networks. There are three basic types of neural networks presented: princi-
pal-component analysis (PCA)[7,8], self-organizing map (SOM)[1], and adaptive resonance 
theory (ART) networks [10]. PCA has been used extensively in many engineering and sci-
entific applications, and it is the basis for principal-component regression (PCR). SOM de-
veloped by Kohonen is an unsupervised, competitive learning, clustering network, in which 
only one neuron is “on” at a time. ART, developed by Carpenter and Grossberg, overcomes 
stability/plasticity dilemma by accepting and adapting the stored prototype of a category 
only when the input is sufficiently similar to it.  
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A variation to the typical competitive learning algorithms is Rival Penalized Com-
petitive Learning (RPCL)[2,8,11], which for each input not only the winner neuron is 
modified to adapt itself to the input, but also its rivals with a smaller learning rate. The 
main advantages of RPCL are: the heuristic is computationally efficient, it is no worse 
than other methods when high dimensional features, and it can be implemented in a 
distributed environment achieving even greater speed-up in generating indexing 
structure of feature vectors. 

In long-term memory studying, dead units may arise if the number of output nodes is 
more than the number of clusters. Some methods have been presented in [9,12], to 
solve the problem, DGSNN grows (add neuron) when new cluster is finding. Growing 
networks are one way to work around these limitations of static networks. The first 
unsupervised growing neural network, the Growing Cell Structure (GCS), is based on 
the SOM [13]. Some other methods are Growing Neural Gas (GNG), Grow When Re-
quired (GWR), self-generating neural tree (SGNT), and self-generating neural net-
works (SGNNs) [13,14]. 

This paper introduces a dynamic growing self-organizing neural network—DGSNN 
for clustering. DGSNN uses competitive learning method and adds neurons whenever 
the network in its current state does not sufficiently match the input. In competitive 
learning an improved winner-take-all algorithm—IWTA is adopted, which is able to 
perform adaptive clustering efficiently and quickly leading to an approximation of 
clusters that are statistically adequate. The character of growing of DGSNN can prevent 
dead neurons from occurring. 

The remainder of this paper is organized as follows. Section 2 presents the com-
petitive learning algorithm IWTA and the architecture of DGSNN. In Section 3 the 
ability of DGSNN is shown through experiments and compared with other clustering 
methods. The article is concluded in Section 4. 

2   The Dynamic Growing Self-organizing Neural Network 

2.1   IWTA Algorithm 

In the article we introduces a new competitive learning algorithm—Improved Win-
ner-Take-All (IWTA), which extends the basic competitive learning algo-
rithm—Winner-Tale-All (WTA). In WTA type learning, after an input sample is  
presented, only one neuron (the winner) in the competitive network will remain active 
(or switch on) after a number of iterations (or a single iteration, depending on which 
type of network is used) and its corresponding long-term memory will be updated.   

The basic idea of IWTA is not only the winner is rewarded as in WTA but also all the 
losers are penalized in different rate. There are some similarities between IWTA and 
RPCL [2,8,11]. The principle underlying RPCL is that in each iteration, the cluster 
center for the winner’s neuron is accentuated (rewarded) where at the weight for the 
second winner, or the rival, is attenuated (penalized), and the remaining neurons are 
unaffected. IWTA is similar to LTCL [12] too, but in IWTA the penalized rate is based 
on the dissimilarity level. 
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The IWTA is summarized as follows: 

ⅰ Measure the dissimilarity between input vector x and 
weight vector iw using Euclidean distance id . 

ⅱ Arrange the neurons according to id  from small to big and 

the smallest is the winner. Determine the rewarding neuron 
and penalizing rate of other neurons as 

⎪⎩

⎪
⎨
⎧

=
others    ,-

 winner   the          ,1

ϑ
β

γ
ii d  (1) 

where β is the penalizing rate parameter, ϑ is the 
threshold of dissimilarity. 
ⅲ If the winner’s dissimilarity measure ϑ<d , then update 
the synaptic weight by unsupervised learning rule  

( ) ( ) ( ) ( )[ ]tttt iiii wxww −+∗+=+ 11 γµ  (2) 

where 0≥α is the forgetting factor, i indicates i th 
neuron.   
Else add a new neuron and set the synaptic weight xw = . 

2.2   DGSNN 

The behavior of the network can be described as follows. At first, a training vector x is 
presented to the network and each neuron receives this sample. Then the dissimilarity 
measure between x and each synaptic weight will be computed. After that, the com-
petitive function will choose the winner neuron and compute the penalizing rate of 
other neurons. Last the learning rule part gets the result of competitive and updates the 
synaptic weights. The output is the winner neuron, which represents a cluster.   

Now we summarize all operations of DGSNN into an algorithm: 

Step0: Initialize learning rate parameter µ , penalizing 

rate parameter β , the threshold of dissimilarity ϑ ; 

Step1: Get the first input x and set xw =0 as the initial 
cluster center; 
Step2: If the training is not over, randomly take a feature 
vector x  from the feature sample set X  and compute 
dissimilarity measure between x  and each synaptic weight; 
Step3: Decide the winner neuron j and test tolerance:If 

( ϑ>=jd ) add a new neuron and set synaptic weight xw = , goto 

Step2; 
Step4: compute the penalizing rate (Eq.1); 
Step5: Update the synaptic weight (Eq.2), goto Setp2. 
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DGSNN has the abilities of clustering unlabeled data, deciding the classification of 
an input data, and estimating the number of clusters. All the abilities will be showed in 
the next section. 

3   Experimental Results 

In order to show the capability of DGSNN to find the center of a cluster, an input space 
in a two dimensional space with predetermined number of clusters were generated with 
variance 5.0=σ , centered at (0,1.5), (0,-1.5), (1.5,0), (-1.5,0) and variance 05.0=σ , 
centered at (0,0.5), (0,-0.5), (0.5,0), (-0.5,0), see Fig.1 and Fig.2. Points are assigned to 
each center according to a Gaussian distribution. Since the dataset is generated ran-
domly, there is an equal probability of picking points centered on any one of the four 
centers. A total of 50 points are associated with each center. The clusters in the dataset 
with variance 05.0=σ  are more distinct than the dataset with variance 5.0=σ . 
These will be referred to as tight and sparse clusters, respectively. 

  

Fig. 1. Sparse Clusters (Variance=0.5) 

  

Fig. 2. Tight Clusters (Variance=0.05) 
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Fig. 3. Learning Progress of the Data Set of Fig.2 

 

Fig. 4. Learning Progress of the Data Set of Fig.3 

When the threshold of dissimilarity 8.1=ϑ  for Fig.1 and 28.0=ϑ  for Fig.2, the 

learning progress is reported in Fig.3 and 4. 

At the end of learning, converged centers of the data set of Fig.1 arrive at (0.134536, 

1.581388), (-1.544215, -0.105366), (0.724721, -0.694786), (1.641214, 0.133870), 

(-0.316027, -1.862309) and the data set of Fig.2 arrive at (0.005867, 0.504599), 

(-0.013072, -0.501574), (0.497693, 0.009718), (-0.504206, -0.022835). 

We conduct experiments for DGSNN, RPCL, and WTA to compare their accuracy 

and efficiency in clustering. All of the experiments use the same 100 8-dimentional 

feature vectors which are separated into 5, 10, 15, 20, or 30 clusters. Each method is 

conducted 30 times with different iteration times. The average accuracy and average 

time used in accurate clustering are presented in Figs.5 and 6. 
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Fig. 5. Average Accuracy Rate 

 

Fig. 6. Average Processing Time 

The results show that DGSNN is more accurate than RPCL and WTA, but it is the 
slowest. DGSNN turns out to be a good clustering algorithm when accuracy and effi-
ciency are both taken into account. 

When DGSNN is stable we can use it to detect whether a sample belongs to a cluster. 
To show the detection ability, we choose five points and present them to stable DGSNN 
of Fig.2. The result is illustrated in Table 1.  

Table 1. The Result of Detection 

Sample points    (0.25,0.15) (0.4,0.1)   (-0.36,0.15)    (0.21,0.7)  (-0.08,-0.41) 

Belongs to (0.5,0) (0.5,0) (-0.5,0) (0,0.5) (0,-0.5) 

Experimental results Right Right Right Right Right 

4   Conclusions 

This paper proposes a new clustering method (DGSNN) based on unsupervised 
learning neural network. DGSNN’s learning algorithm (IWTA) improves the Win-
ner-Take-All rule and the result is more accurate. The advantage of DGSNN is that it 
can perform clustering without requiring a prior knowledge about the number of clus-
ters and prevent dead neurons through adding neurons whenever the current input is not 
matched sufficiently well by any of the current neurons. All the capabilities have been 
checked by experiments. The clustering ability of DGSNN has been compared with 
other two clustering algorithms RPCL and WTA. In the experiments, they are applied 
to the same clustering tasks and the results prove that DGSNN is perfect in accuracy 
and efficiency. 
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Abstract. The design of reward function is the key to build reinforcement 
learning system. With the analysis and research of the reinforcement learning 
and Markov games, an improved reward function is presented, which includes 
both the goal information based on task and learner’s action information based 
on its domain knowledge. According with this reinforcement function, rein-
forcement learning integrates the external environment reward and the internal 
behavior reward so that learner can perform better. The results of the experi-
ment illuminates the reward function involving domain knowledge is better 
than the traditional reward function in application. 

1   Introduction 

Markov games and reinforcement learning are main research methods to Multi-Agent 
System (MAS) [1~3]. Markov game can fit for dealing with MAS coordination and 
building the dynamic model of multi-agent’s interaction. Reinforcement learning is an 
interactive learning. Q-learning [4], one of reinforcement learning, is the dynamic 
programming learning based on Markov Decision Process (MDP). Applied to multi-
agent system, reinforcement learning is extended to Markov games. Although rein-
forcement learning is focused on widely by its convergence and biology relativity, it 
does not work well in practice, especially to application to robot. 

Reinforcement learning does not provide the mapping of state and action. After 
choosing an action, an agent is signaled the effect but do not know which is the opti-
mal. Therefore, the agent depends on the interacting with environment to collect 
states, actions, the transition of states and reward in order to get the optimal policy. 
However, in practice, the reward received from environment is not immediate, but 
delayed, so learning becomes more difficult within the time-limited. Currently, how 
to design the reinforcement function, which maybe the most difficult to reinforcement 
learning, is seldom discussed. M. J. Matalic [5] [6]designs the reinforcement function 
by reinforcing multiple goals and using progress estimators. Kousuk INOUE [7] pre-
sents reinforcement learning is accelerated by using experience information to distill 
the general rules. H. C. Calos [8] improves the performance of reinforcement learning 
by embedding the prior knowledge, which does not change data structure of learning. 
Richard Maclin [9] reviews external personnel’s effect. He introduces the observer’s 
suggestion to reduce training steps of Q-learning. L. P. Kaelbling [10] decomposes 
the learning task and combines the prior knowledge to direct reinforcement learning. 
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Most research on reinforcement function is depended on application environment. 
Based on environment’s property, learning system reduces complexity and introduces 
relative information to enrich reinforcement function so that the learner can obtain 
more knowledge about environment and itself to process reinforcement learning by. 
We have the same opinion. We design reinforcement function including two aspects: 
the information of goal state and the agent’s action effect. The former is provided by 
environment, which is the interaction information between an agent and environment 
for accomplishing the special task, the latter is that the agent evaluates action effect, 
which depends on its domain knowledge of action ability. In this paper, the simulation 
game of Robot Soccer is applied. 

2   Multi-agent Reinforcement Learning 

In this section some basic principle of MDP is reviewed and then the formalisms of 
Markov games, which is an extension of MDPs. Q-learning algorithm is also pre-
sented, which is used to solve MDPs. Minmax-Q algorithm is proposed to solve 
Markov games. 

2.1   MDP and Q-Learning Algorithm 

Let us consider a single agent interacting with its environment via perception and 
action. On each interaction step the agent senses the current state s of the environ-
ment, and chooses an action to perform. The action alters the state s of the environ-
ment, and a scalar reinforcement signal r (a reward or penalty) is provided to the 
agent to indicate the desirability of the resulting state. 

Formally, a MDP is represented by a 4-tuple <S, A, r, T>: S is a set of states, A is a 
set of actions, r is a scalar reinforcement function, r: S×A→R, T is a state transition 
function, T: S×A→S. 

The goal of the agent in the most common formulation of the reinforcement learn-
ing problem is to learn an optimal policy of actions that maximizes an expected cu-
mulative sum of the reinforcement signal for any starting state. The task of an agent 
with RL is thus to learn a policy π: S→A that maps the current state s into the desir-
able action a to be performed in s. 

The action policy π should be learned through trial-and-error interaction of the 
agent with the environment, which means that the learner must explicitly explore its 
environment. 

There is at least one optimal policy π* that is stationary and deterministic. One 
strategy to learn the optimal policy π* when the model (T and r) is not known in ad-
vance is to allow the agent to learn the evaluation function Q: S×A→R. Each Q(s, a) 
value (or action value for pair s, a) represents the expected cost incurred by the agent 
when taking action at state s and following an optimal policy thereafter. 

Q-learning algorithm iteratively approximates Q, provided the system can be mod-
eled as a MDP, the reinforcement function is bounded, and actions are chosen so that 
every state-action pair is visited an infinite number of times. Q-learning rules [4] are: 
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Where s is the current state, a is the action performed in s, r(s, a) is the reinforce-
ment received after performing a in s, s’ is the new state, β is a discount factor 
( 0 1β≤ < ) and α is the learning rate ( 0α > ). 

2.2   Markov Games and Minmax-Q Algorithm 

Let us consider a specialization of Markov games, which consists of two agents per-
forming actions in alternating turns, in a zero-sum game. Let A be the set of possible 
actions that the playing agent A can choose from, and O be the set of actions for the 
opponent player agent O. r(s, o, a) is the immediate reinforcement agent A receives 
for performing action a∈A in state s∈S when its opponent agent O performs action 
o∈O. 

The goal of agent A is to learn an optimal policy of actions that maximizes its ex-
pected cumulative sum of discounted reinforcements. However, learning this policy is 
very difficult, since it depends critically on the actions the opponent performs. The 
solution to this problem is to evaluate each policy with respect to the opponent’s strat-
egy that makes it look the worst [1]. This idea is the core of Minmax-Q algorithm, 
which is essentially very similar to Q-learning algorithm with a minmax replacing the 
max function in the definition of the state value. 

For deterministic action policies, the value of a state s∈S in a MG is: 
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And Minmax-Q learning rule is: 
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where s is the current state, a is the action performed by agent A in s, o is the action 
performed by agent O in s, Q(s, a, o) is the expected discounted reinforcement for 
taking action a when Agent O performs o in state s, and continuing the optimal policy 
thereafter, r(s, o, a) is the reinforcement received by agent A, s’ is the new state, β is a 
discount factor ( 0 1β≤ < ) and α is the learning rate ( 0α > ). 

For non-deterministic action policies, a more general formulation of Minmax-Q 
has been formally defined elsewhere. 

3   Reinforcement Function Based on Knowledge 

Reinforcement learning systems learn a mapping from situations to actions by  
trial-and-error interactions with a dynamic environment. The goal of reinforcement 
learning is defined using the concept of a reinforcement function, which is the exact 
function of future reinforcements the agent seeks to maximize. In other words, there 
exists a mapping from state/action pairs to reinforcements; after performing an action 
in a given state the learner agent will receive some reinforcement (reward) in the form 
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of a scalar value. The agent learns to perform actions that will maximize the sum of 
the reinforcements received when starting from some initial state and proceeding to a 
terminal state. 

Perhaps, design of reinforcement is the most difficult aspect of setting up a reinforce-
ment learning system. The action performed by the learner not only receives an immedi-
ate reward but also transits the environment to a new state. Therefore, the learning has to 
consider both the immediate reward and the future reinforcement caused by the current 
action. Nowadays, much of reinforcement learning work uses two types of reward: im-
mediate, and very delayed. In reinforcement learning system, immediate reinforcement, 
when available, is the most effective. And delayed reinforcement requires introduction of 
sub-goal so that learning is performed within time-limited. Reinforcement learning is a 
feedback algorithm, so it is not good for long-term goal but more effective to the near 
goals. A learner can introduce medium-term goals and distributing task so as to acceler-
ate the learning rate and increase the learning efficiency. 

In traditional reinforcement learning, the agent-environment interaction can be 
modeled as a MDP, in which agent and environment are synchronized finite state 
automata. However, in real-world, the environment and agent states change asynchro-
nously, in response to events. Events take various amounts of time to execute: the 
same event (as perceived by the agent) can vary in duration under different circum-
stances and have different consequences. Reinforcement learning gives the reward to 
what are caused by and in control of the agent. 

 

 

 

state 

agent 

reinforcement function 

Reinforcement 
Learning 
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the action effect 
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Fig. 1. Learning Model 

Instead of encoding knowledge explicitly, reinforcement learning hides it in the re-
inforcement function which usually employs some ad hoc embedding of the semantics 
of the domain. We divide this reinforcement information involving domain knowl-
edge into two types: 

1. The global goal’s reward; 
2. The agent action effect’s reward. 

In each state, a learner agent chooses an appropriate action and performs it to envi-
ronment, which is transited to a new state. On the one hand, the agent depends on the 
task to judge the environment and receives the global goal reward; on the other hand, 
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based on the agent’s domain knowledge about its action ability, it compares perform-
ance effect and obtains the reward of action. The reinforcement function that we de-
sign combines the global environment’s reinforcement and the agent action’s 
reinforcement. The reinforcement learning model with this reinforcement function is 
shown in Figure 1. 

4   Experiments 

4.1   Experimental Environment 

We adopted the Robot Soccer to perform our experiments. Robot Soccer is a typical 
MAS: robots is the agents, the playground and ball are thought as environment. 

State, actions of multi-agent learning are design as follows:  
S = {threat, sub-threat, sub-good, good}; 
Home agents’ A = {Shoot, Attack, Defend, More-defend}; 
Opponent agents’ O = {Shoot, Attack, Defend, More-defend} 
In traditional reinforcement learning, reinforcement function is usually developed 

that reward is +1 if home team scored; reward is -1 if opponent team scored. Instead 
of it, we design the reinforcement function including two kinds of information: game 
goal reinforcement and robot’s action effect reinforcement. 

In play, game goal reinforcement information is the reward received by score of 
both sides. The rewards signal rs, is defined as: 

,            

- ,     0

0,                      
s

c our team scored

r c opponent team scored c

otherwise

⎧
⎪= >⎨
⎪
⎩

 (4) 

And, reinforcement information of the robot’s action effect is that, after performing 
each action, the robot receives the reward signal ra, which involves the robot’s domain 
knowledge about each action and evaluates the action effect.  

 
0,

0  a

d action success
r d

action unsuccesss

⎧
= >⎨
⎩

 (5) 

The combination reinforcement function considers the two kinds of reward and 
sums them with weighting their values constants appropriately. 

, 0 , ( ) 1
s s a a

s a s a

R r rω ω
ω ω ω ω

= +
≥ + =
i i  (6) 

Thus, the robot agent evaluates its policy using comprehensive reinforcement. With 
learning continually, the agent improves its policy and increases its ability. 

4.2   Experimental Result 

We use SimuroSot, one of simulation match provided by FIRA [11] (see Figure 2), to 
conduct the experiments. In experiments, In order to evaluate the effectiveness of the 
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reinforcement function presented in this paper, we compare its performance against 
traditional reinforcement function.  
1 traditional reinforcement function: 

1 hom   

-1   

e team scored
R

opponent team scored

+⎧
= ⎨
⎩

 (7) 

2 reinforcement function based on knowledge: 

s s a aR r rω ω= +i i  (8) 

 

Fig. 2. The interface of SimuroSot platform 

There are two group experiments. In experiment 1, the home team uses the conven-
tional Q-learning. In experiment 2, the home team uses the Minmax-Q algorithm of 
Markov Games. The opponent team uses fix strategy. The team size is 1. 

The parameters used in the algorithms were set at: β = 0.9, initial value of α = 1.0, 
α decline = 0.9. In Q-learning, initial value of Q-table = 0. In Minmax-Q algorithm, 
initial value of Q-table = 1. 

In experiment, we define that the appropriate policy is: s1→a1,s2→a2, s3→a3, 
s4→a4. For Q-learning algorithm, we save several Q-values, which are Q(s1,a1), 
Q(s2,a2), Q(s3,a3), Q(s4,a4). And for Minmax-Q algorithm, we save Q-values, which 
are

1 1( , , )
o O

MinQ s a o
∈

,
2 2( , , )

o O
MinQ s a o

∈
,

3 3( , , )
o O
MinQ s a o

∈
 and 

4 4( , , )
o O

MinQ s a o
∈

. 

During more than 1000 steps learning, we analyze their results. Q-learning with the 
two kinds of reinforcement function all can converge to appropriate policy, but the 
former needs long time. In Minmax-Q algorithm, it can get to appropriate policy with 
knowledge-base reinforcement function, while it does not learn appropriate policy 
with traditional reinforcement function even if spending too long time. We choose the 
same Minmax-Q value to observe. 

The results of Q-learning are shown in Figure 3. The results of Minmax-Q are 
shown in Figure 4. Thereinto, Figure 3(a) and Figure 4(a) are respectively the learning 
with traditional reinforcement function; Figure 3(b) and Figure 4(b) are respectively 
the learning with knowledge-base reinforcement function. Obviously, we can observe 
that learning with traditional reinforcement function has worse convergence and still 
has many unstable factors at end of experiment, while the learning with knowledge-
base reinforcement function converges rapidly and it gets to stable value about half 
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Fig. 3 (a). Q-learning algorithm with the traditional reinforcement function; (b). Q-learning 
algorithm with the knowledge-base reinforcement function 
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Fig. 4. (a). Minmax-Q algorithm with the traditional reinforcement function; (b). Minmax-Q 
algorithm with the knowledge-base reinforcement function 

time of experiment. Therefore, with the external knowledge (environment informa-
tion) and internal knowledge (action effect information), multi-agent learning has 
better performance and effectivity. 

5   Summary 

When Multi-agent learning is applied to real environment, it is very important to 
design the reinforcement function that is appropriate to environment and learner. We 
think that the learning agent must take advantage of the information including envi-
ronment and itself domain knowledge to integrate the comprehensive reinforcement 
information. This paper presents the reinforcement function based on knowledge, 
with which the learner not only pays more attention to environment transition but also 
evaluates its action performance each step. Therefore, the reinforcement information 
of multi-agent learning becomes more abundant and comprehensive, so that the lean-
ing can converge rapidly and become more stable. From experiment, it is obviously 
that multi-agent learning with knowledge-base reinforcement function has better  
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performance than traditional reinforcement. However, we should point out, how to 
design the reinforcement must depend on the application background of multi-agent 
learning system. Different task, different action effect and different environments are 
the key factors to influence multi-agent learning. Hence, differ from traditional rein-
forcement function; the reinforcement function is build by the characteristic based on 
real environment and learner action. 
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Abstract. Abnormal behavior detecting is one of the hottest but most difficult 
subjects in Monitoring System. It is hard to define “abnormal” in different sce-
narios. In this paper firstly the classification of motion is conducted, and then 
conclusions are made under specific circumstances. In order to indicate a pedes-
trian’s movements, a complex number notation based on centroid is proposed. 
And according to the different sorts of movements, a set of standard image con-
tours are made. Different behavior matrices based on spatio-temporal are ac-
quired through Hidden Markov Models (HMM). A Procrustes shape analysis 
method is presented in order to get the similarity degree of two contours. Fi-
nally Fuzzy Associative Memory (FAM) is proposed to infer behavior classifi-
cation of a walker. Thus anomalous pedestrians can be detected in the given 
condition. FAM can detect irregularities and implement initiative analysis of 
body behavior. 

Keywords: FAM, HMM, Behavior Classification, Procrustes, Centroid. 

1   Introduction 

For public security intelligent video surveillance is becoming more and more impor-
tant, especially after the 9.11 event. Abnormal behavior recognition is one of the most 
significant purposes of such systems [1]. As an active research topic in computer 
vision, visual surveillance in dynamic scenes attempts to detect, track and recognize 
certain objects from image sequences, and more generally to understand and describe 
object behaviors. The aim is to develop intelligent surveillance to replace the tradi-
tional passive video surveillance which has proved to be ineffective when the number 
of cameras exceeds the capability of human operators to monitor [2]. In short, the 
goal of visual surveillance is not only to put cameras to take place of human eyes, but 
also to accomplish the entire surveillance task as automatically as possible. 

All of the visual surveillances are evidence of a great and growing interest in de-
tecting moving walker, which can find crimes, accidents, terrorist attacks etc. The 
prerequisites for effective automatic detect using a camera includes the following 
steps: motion detection, objects tracking, behavior understanding. What we do in this 
paper is a model-free method with prior knowledge which denotes the entire body, 



 A Learning Method of Detecting Anomalous Pedestrian 605 

and it belongs to the work of the behavior understanding. Our paper therefore offers 
three main contributions: 
z We propose an approach for inferring and generalizing anomaly from just 

contour, even if those particular motions have never been seen before. 
z We present a Fuzzy Associative Memory method which allows efficiently 

classification movement. 
z We present a method which robust, compact and effective represent pedes-

trian. The method is a complex number notation based on centroid. 
The paper is organized as follows. In Section 2 we briefly review some related work. 
Then, in Section 3 we present the similarity comparison method based on Procrustes, 
and in Section 4 describe a method of getting different sorts of movement variety 
matrix using HMM. In Section 5 we present movement classify using FAM. Experi-
mental results and conclusions are drawn in Section 6. 

2   Related Work 

Automatic recognition of human actions is a challenge, since human actions are hard 
to describe under different situations. It is not easy to define which actions are abnor-
mal. Some attempts to automatically detect and predict abnormal behaviors have 
already been performed. One of the pioneers is Ghallab [3], who has proposed a 
method of model temporal scenarios whose occurrences need to be recognized on-
line. He suggested a description of behaviors, which had a set of events and temporal 
constraints. The algorithm implements propagation of temporal constraints with an 
incremental path consistency algorithm derived from Mackword [4]. 

A more recent work is carried out by Mecocci [5], who introduces architecture of 
an automatic real-time video surveillance system. The proposed system automatically 
adapts to different scenarios without human intervention, and applies self-learning 
techniques to automatically learn typical behavior of targets in each specific environ-
ment. Oren Boiman [6] tried to compose a newly observed image region or a new 
video segment using chunks of data extracted from previous visual examples. 

Recent researches on the major existing methods for abnormal detecting are re-
viewed. They are Model-based method, Statistical method, Physical-parameter-based 
method and spatio-temporal motion-based method [2]. In theory models are sufficient 
for recognition of people by their gait. However accurately recovering models from a 
walking video is still an unsolved problem and the computational cost is quite high. 
Statistical methods are relatively robust to noise and change of time interval in input 
image sequences. Compared with model-based approaches, the computational cost of 
is low. Physical-parameter-based methods are intuitive and understandable, and inde-
pendent on viewing angles. However they depend greatly on the vision techniques 
used to recover the required parameters and the parameters used for recognition may 
be not effective enough across a large population. Spatio-temporal motion-based 
methods are able to capture both spatial and temporal information of gait motion 
better. Their advantages are low computational complexity and a simple implementa-
tion. However they are susceptible to noise. 

Despite the considerable achievements on the field accomplished in the recent 
years, there are still some challenges to overcome. The optimal abnormal behavior 
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detecting should allow the detection of suspicious events with a minimal description 
of the scene context, perform the detection without the need of dataset, and comprise 
the real-time constraints of a surveillance system [7]. 

To achieve this goal, we developed a method of FAM to classify movements and 
detect anomalism, which is described and evaluated in this paper. 

3   Similarity Comparison 

In order to robust, compact and effective represent pedestrian, a complex number 
notation based on human centroid is proposed. Furthermore we compare similarity of 
two contour using Procrustes Mean Shape Distance (PMSD). 

3.1   Represent Body Contour 

An important cue in determining underlying motion of a walking figure is the tempo-
ral changes in the walker’s silhouette shape [8]. The method proposed here provides a 
simple, real-time, robust way of detecting contour points on the edge of the target. 

The centroid (
c

x ,
c

y ) of the human blob is determined using the following: 

1

1 b
N

c i

ib

x x
N =

= ∑               
1

1 b
N

c i

ib

y y
N =

= ∑      (1) 

Where (
i

x ,
i

y ) represents the points on the contour and there are a total of 
b

N  points 

on the contour. Let the centroid be the origin of the 2-D shape space. Then we can 
unwrap each shape anticlockwise into a set of boundary pixel points sampled along its 
outer-contour in a common complex coordinate system [10]. That is, each shape can 
be described as a vector of ordered complex numbers with

b
N elements. 

1 2[ , , ......, , ...... ]
B

T

i NZ z z z z=      (2) 

Where *i i iz x j y= + . The silhouette shape representation is illustrated in Fig 1, 

where the black dot indicates the shape centroid, and the two axes Re and Im repre-
sent the real and imaginary part of a complex number, respectively. 

 

Fig. 1. Silhouette shape representation 
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3.2   Procrustes Shape Analyses 

Procrustes shape analysis [10] is a popular method in directional statistics, and it is 
intended to cope with 2-D shapes. A shape in 2-D space can be described by (2) 

called a configuration. For two shapes, 1z and 2z , their configurations are equal 

through a combination of translation, scaling, and rotation. 

1 21 , ,
j

kz z C

e
β

α β α β
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= + ∈
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⎨
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     (3) 

Where 1
k

α translates
2

z , and β and β∠  scale and rotate
2

z  respectively, we may con-

sider they represent the same shape [11]. It is convenient to define the centered con-

figuration
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The superscript * represents the complex conjugation transpose and 0 1
F

d≤ ≤ . 

The Procrustes distance allows us to compare two shapes independent of position, 
scale, and rotation. 

3.3   Similarity Measure 

To measure similarity between two gait sequences, we make use of the PMSD in the 
following way. 

1) Compute the two gait sequences which are the capture image 
1

û  and the stan-

dard image
2

û . 2) Find the Procrustes distance between the two mean shapes. 

2

1 2

1 2 2 2

1 2

*
ˆ ˆ( , ) 1

u u
d u u

u u
= −

� �

� �      (5) 

The smaller the above distance measure is, the more similar the two gaits are. 

4   Motion Sequence 

Gait changes both in spatial and temporal information. We model some usual actions. 

4.1   Standard Sequence 

We can divide human beings’ different actions into a set of standard image sequences 
[6], such as walk, side walk, crouching, jump, uphill, downhill and tussling etc. We 
use a set of continuous frame to express a cycle of canonical behavior, distill people’s 
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Fig. 2. A process of walking 

contours, and establish libraries for them. In order to express our method, a sample of 
walk is selected in this paper. Fig 2 shows a set of image sequence of a walking man. 

4.2   HMM Model 

HMM is widely used to forecast the potential sequence of an event according to its 
samples [12]. It is very efficient in learning and matching behavior models. Three 
base questions on HMM include evaluation, decoding and learning. The decoding 
means to work out the most possible state sequence for the present model and obser-
vation sequence. And the Viterbi Arithmetic can settle this problem. In this paper we 
will find the probability of each status in one motion sequence using Viterbi. 

Describe the HMM using the model which has five factors and expresse as 

( , , , , )
i i i i i i

N M A Bλ = Π . The
i

N represents ith  motion states, 
i

M  is the deputy of the 

pictures’ total number in th

i  motion base, and the
i

Π is the probability of choosing 
th

i certain motion base, the 
i

A is the transfer probability, the 
i

B represents the image 

distributing in each base. The question is to get a correct state sequence 

1 2
, , ... ,i i i i

r
S q q q=  for the observation sequence 

1 2
, , ...i i i i

r
O o o o= and the model λ , so 

as to iS is the best explain of the observation sequence iO . As for decoding, we put 
forward the Viterbi arithmetic, the details are as follow. 
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N is the amount of states and the T is the length of the sequence. The sequence we 

looking for is the state sequence that the biggest ( )
T

iδ  represents in the time point T . 

Initialize at first. 
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Recursion by the formula: 

1

1

1

1

( ) [ ( ) ] ( ), 2 ,1

( ) [ ( ) ], 2 ,1

max

arg max

t t ij j i

j N

t t ij

j N

j i a b O t T j N

j i a t T j N

δ δ

ϕ δ

−
≤ ≤

−

≤ ≤

= ≤ ≤ ≤ ≤

= ≤ ≤ ≤ ≤

⎧
⎪
⎨
⎪
⎩

     (8) 

Then, we can work out the end. 
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And the sequence iS we looking for is. 

* *

1 1
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t t t
q q t T Tϕ + += = − −

 
(10) 

Thus we can get the walk matrix: 
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Follow this way we can get side walk, crouching, jump, uphill, downhill and tus-

sling matrices as
2

M ,……,
n

M . 

5   Motion Classification 

By combining associative memory and fuzzy logic, Kosko devised FAM, which encodes 
the fuzzy output setY  with the fuzzy input set X . The numerical framework of FAM 
allows us to adaptively add and modify fuzzy rules. As shown in Fig 3 associative neural 
networks are simple nets, in which the weights, denoted byW , are determined by the 
fuzzy Hebb rule matrix or the “correlation-minimum encoding” scheme. Each associa-
tion is a pair of vectors connecting X andY . The weight or correlation matrixW maps 
the input X to the associated outputY by a max–min composition operation “D ” 

Y X W= D  (12) 

In general, a FAM system encodes and processes a set of rules in parallel. Each in-
put to the system will activate each encoded rule to a different degree. The proposed 
FAM network is composed of three layers: X , R and Y , as shown in Fig 3 A node in 
the X -layer represents a fuzzy set in the antecedent part of a fuzzy rule. A node in 
the Y -layer represents the membership of different motion. Fuzzy inference is then 
invoked between the X -layer and the R -layer by the max–min composition opera-
tion. Finally, the inferred results obtained by each rule are aggregated to produce a 
final result for the Y -layer. The aggregation is given by adding the associative rela-
tionships between the R –layer and the Y -layer. 

The X -layer is membership function layer which turns the input values into mem-
bership. That is the similarity degree between the capture images and the standard gait 
of all libraries. 

 

Fig. 3. FAM system architecture 
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In the R -layer each node represents one rule. These acquired rules based on learn-
ing algorithms. In this layer each input vector of similarity degree and the motion 
matrix using fuzzy vector-matrix multiplication. 

' ', max( )
i i i i i

A M B B B= =D  (13) 

Where, 
1 1

( , ... ), ( , ... )
r m

A a a B b b= = , M is a fuzzy n-by-p matrix (a point in r mI × ) 
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1
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j i i j

i r

b a m
≤ ≤

=  (14) 

The Y -layer is output, which is a result layer. In the multi-input single-output sys-
tem, the initial value weight iω  is the membership of rules. And then use iteration 
algorithm, the output layer function: 

i i

i 1

y
z

Bω
=

= ∑  (15) 

In our system [13], there are four separate modules—fuzzification, FAM, transla-
tion, and defuzzification. In addition, a training module that modifies FAM weights to 
improve system performance is also included. The outline of the proposed system is 
shown in Fig 4. If additional data sets containing different relationships are available, 
the training module can also learn these different pairs from the data sets. 

 

Fig. 4. The proposed model 

6   Evaluation and Conclusion 

In order to verify the result of FAM to abnormal behavior, we do some researches. 
Ⅰ In order to ensure the integrality of the contour, after we have got the person’s 

contour by using Background Deduction and Time Difference Method, we use Re-
gion Inosculating combined with the Theory of Morphologic Erosion and Expansion 
[14] to run. 
Ⅱ To solve the problem when people enter or leave the scene the contour is not 

full, we cut off the frames about the process. Detect the motion while the target en-
tered the scene completely. 
Ⅲ The experiment was carried out on a PC running at 1.7GHz. Taking a speed of 

about 15 frames per second can be achieved, which is efficient for real time surveillance. 
Ⅳ The FAM model is tested with over 120 data. The recognition results on testing 

data are more than 70%. 
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Ⅴ In our test system, we defined as “regular behavior” motions include walking, 
jogging, uphill and downhill etc. While other behaviors, such as crouching, jumping, 
side walking, tussling are identified as anomalistic ones. At the same time the se-
quence of video is judged abnormal. Security alarm system will automatically alarm. 

We have described an approach to detect the motion of people using fuzzy associa-
tive memory network. On the basis of the results, we could build an intelligent secu-
rity system. In some special scenes, after capturing motive target by camera, we can 
trace it and give an alarm aiming at the suspicious action. If we do this, we could save 
money and manpower, and the more important is that we could prevent from crime. 
Thus, computer can be not only people’s eyes, but also an assistant, who can under-
stand people and describe the action of motive target. 
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Abstract. Closed frequent itemsets(CFI ) mining uses less memory to
store the entire information of frequent itemsets thus is much suitable
for mining stream. In this paper, we discuss recent CFI mining methods
over stream and presents an improved algorithm Moment+ based on the
existent one Moment. Moment+ focuses on the problem of mining CFI
over data stream sliding window and proposes a new structure Extended
Closed Enumeration Tree(ECET ) to store the CFIs and nodes’ BPN
which is introduced to reduce the search space, with which new mining
method is designed to mine more rapidly with little memory cost sac-
rifice. The experimental results show that this method is effective and
efficient.

1 Introduction

The concept closed itemset was first proposed in [4] in 1999. An itemset is closed
if none of its super-itemsets have the same weight with it, and a closed frequent
itemset(CFI ) is both closed and frequent. The importance of CFI mining rests
on not only the requiring of the complete and compressed information of FIs
but also the more meaning of association rules extraction from CFI[7]. Many
researches on CFI mining over traditional database have been proposed such as
CLOSET[5], CLOSET+[6] and CHARM[8]. Extended works also focus on the
Closed Cube mining[3] and Closed Graph mining[9].

Recently, some CFI mining approaches over stream sliding window were pre-
sented include Moment [1] and CFI-Stream[2]. In [1], Chi et al proposed a CFI
mining over sliding window of stream and used CET (Closed Enumeration Tree)
to maintain the main information of itemsets. Each node in CET represents an
itemset and is with different type. When the window slides, new transactions ar-
rive and old transactions disappear, then nodes are inserted, updated and deleted
according to their type. In Moment, the exploration and node type check spend
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much computation time when the minimum support is low. In [2], Jiang and
Gruenwald proposed a novel approach CFI-Stream in which a DIU (DIrect Up-
date) tree is introduced to maintain only closed itemsets. Furthermore, series of
theorems are presented to acquire the pruning conditions. CFI-Stream achieves
a much condensed memory usage and running time cost than Moment when the
minimum support is low.

In this paper, a new conception BPN is proposed to address the computation
bottleneck of Moment, thus an Extended Closed Enumeration Tree (ECET ) is
employed to store the CFI nodes and some other information. Moreover, an
improved algorithm named Moment+ is proposed based on ECET to accelerate
the computation speed.

The rest of this paper is organized as follows: In Section 2 we present the pre-
liminaries of CFI mining and define the mining problem. Section 3 describes the
detail of Moment+ algorithm. Section 4 evaluates the performance of Moment+
with experimental results. Finally, Section 5 concludes this paper.

2 Preliminaries and Problem Statement

2.1 Preliminaries

Given a set of distinct items I = {i1, i2, · · · , in} where |I| = n denotes the
number of I, a subset X ⊂ I is called an itemset, suppose |X | = k, we call X
a k-itemset. For two itemsets α = {a1, a2, · · · , as} and β = {b1, b2, · · · , bt}, if
∃c1, c2, · · · , cs satisfy 1 ≤ c1 < c2 < · · · < cs ≤ t and a1 ⊆ bc1, a2 ⊆ bc2 , · · ·,
as ⊆ bcs , we call α a subset of β and β a superset of α, denoted as α ⊆ β(if
α �= β, then denoted as α ⊂ β).

A database D = {T1, T2, · · · , Tv} is a collection wherein each transaction is a
subset of I. Each transaction Ti(i = 1 · · · v) is related with an id, i.e. the id of Ti

is i. The complete support (CS ) of an itemset α is the number of transactions
which include α, which is also called α’s weight and denoted as supportc(α) =
{|T ||T ∈ D ∧ α ⊆ T }; the relative support (RS ) of an itemset α is the ratio of
CS with respect to |D|, denoted as supportr(α) = supportc(α)

|D| . Given a minimum
support λ(0 ≤ λ ≤ 1), a FI is the itemset satisfies supportr(α) ≥ λ × |D|.
Let T be the subsets of D and X be the subsets of I, the concept of closed
itemset is based on two following functions f and g: f(T ) = {i ∈ I|∀t ∈ T, i ∈ t}
which returns the set of itemsets included in all transactions belonging to T, and
g(X) = {t ∈ D|∀i ∈ X, i ∈ t} which returns the set of transactions containing
item set X. An itemset is said to be closed[2] iff C(X)=f(g(X))=X.

We also assume that there is a lexicographical order denoted as ≺ among dis-
tinct items in I, and thus an itemset in D can be reordered and represented with
a sequence, then two itemsets can be compared according to the lexicographical
order. For example, we have 3 distinct items {1}, {2} and {3}, {1} is lexicograph-
ical smaller than {2} and {2} is smaller than {3}, denoted as {1} ≺ {2} ≺ {3}.
Giving two itemsets {1, 2, 3} and {2, 3}, then we have {1, 2, 3} ≺ {2, 3}.



614 H. Li and H. Chen

2.2 Problem Definition

The problem is to mine CFI in the recent N transactions in a data stream. Fig.1
is an example with I = {1, 2, 3, 4}, window size N=4 and minimum support
λ = 0.5.

Time Line
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items
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3,4

3

1,2,3

4

1,2,3
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1,2
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Fig. 1. A runing example of sliding window
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Fig. 2. The initial ECET

3 Moment+ Method

In this section, we introduce an in-memory structure to store CFI s, moreover,
the tree building and maintenance are described.

3.1 Extended Closed Enumeration Tree

In Moment, the computational bottleneck lies on 1) the closure checking process
when deciding node type, 2) the sliding window scanning process to generate new
child node when a node becomes frequent or promising in addition function, or
to delete old child node when a node becomes infrequent or unpromising. In this
paper, we design an extended closed enumeration tree(called ECET ) to focus
on improving the computational efficiency. In ECET, we use nα denote a node
of itemset α. Giving the minimum support λ, then nα is also divided into four
types as described in [1]: infrequent node, unpromising node, intermediate node
and closed node, and intermediate node and closed node are called promising
node.

Definition 1. Given a node nα, for a node collection, in which each node nβ

satisfies α ⊂ β ∧ α % β, we define the node nβ with the maximum CS and the
minimum lexicographic order as the backward parent node(BPN) of nα.

Property 1. A node nα has an unique BPN.

Property 2. Infrequent or intermediate node nα has no BPN ; Unpromising node
nα always has BPN.

In ECET, each node is a 4-tuples < bp, iss, cps, wt >, where iss is the itemset
α, cps is a pointer collection to its children, wt is the CS, and bp points its
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backward parent node, BPN has two advantages: One is to decide node type,
another is to reduce the search space when a node changes type.

Fig.2 shows the ECET of the first window. The value at the right-top corner
is the CS, and the dashed line point the backward parent node. {4} is infrequent;
{2} and {1, 3} are unpromising nodes because they have the equal CS with their
BPNs ; {1} is intermediate node because it has the equal CS with its child node
{1, 2} even though it has no BPN ; and {3},{1, 2} and {1, 2, 3} are closed nodes.

3.2 ECET Building

Adding a New Transaction. When new transaction is added, if the node
type does not change, we update the node information, i.e., the CS and BPN
with little cost, otherwise new nodes are generated. We describe operations for
different type nodes in detail in Algorithm 1.

Lemma 1. An unpromising node nα has no multiple equal CS’s BPN.

Proof. Suppose unpromising node nα has nodes nβ and nγ s.t. nβ.iss ≺ nγ .iss
and nβ .wt = nγ .wt, i.e. nα.wt = nβ .wt = nγ .wt, so nβ∪γ exists and its CS
equals to the CS of nγ , that means nγ−α is also an unpromising node, so nγ

does not exist. Proof done.

Lemma 2. When an unpromising node nα turns promising, If nα’s children has
BPN, it must be one of the children of nα’s BPN.

Proof. We use Sn denote the collection wherein each transaction comprises n.iss.
Because nα is unpromising, we use nδ to denote nα.bp, then nα.wt = nδ.wt ∧
nα.iss % nδ.iss ∧ nα.iss ⊂ nδ.iss, i.e., Snα = Snδ

. Given nα’s child nβ , then
Snβ

⊆ Snα and nβ .iss % nα.iss ∧ nα.iss ⊂ nβ .iss, so there exists a child nδ∪β

of nδ s.t. nδ∪β.iss ≺ nβ.iss, because Snδ∪β
⊆ Snδ

and nδ is with the maximal
CS as the nα’s BPN, then nδ∪β is also with the maximal CS in all the nodes
that include nβ and lexicographically smaller than nβ , from Lemma 1, we can
see that nδ∪β is nβ’s BPN. Proof done.

A node nα is ignored if it is not relevant to addition(line 1-2). For each nα’s child
nβ, we will not generate its child node until nβ turns promising. Given each nβ ’s
frequent sibling nγ , there are two instances to perform(line 4-8): First, if nβ.bp
exists, from Lemma 2 we will traverse from nβ.bp to search the minimal length
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Algorithm 1. Addition Function
Require: nα: ECET node; Nnew : added transaction; tid : id of transaction Nnew ; Nold:

deleted transaction; D : sliding window; λ: minimum support;
1: if nα is not relevant to addition then
2: return;
3: for each child node nβ(relevant to addition) of nα do
4: if nβ is newly promising then
5: for each right frequent sibling node nγ(relevant to addition) of nβ do
6: create a new child node nβ∪γ for nβ ;
7: compute nβ∪γ .wt and nβ∪γ .bp;
8: update nη.bp(nη.iss ⊂ nβ∪γ .iss ∧ |nη .iss| = |nβ∪γ .iss| − 1);
9: else if nβ keeps promising then
10: for each right frequent sibling node(relevant to addition) nγ for nβ do
11: if nβ∪γ does not exist then
12: create a new child node nβ∪γ for nβ ;
13: compute nβ∪γ .wt and nβ∪γ .bp;
14: else
15: update nβ∪γ .wt;
16: update nη.bp(nη.iss ⊂ nβ∪γ .iss ∧ |nη .iss| = |nβ∪γ .iss| − 1);
17: for each child node nβ of nα do
18: Call Addition(nβ,Nnew ,tid,Nold,D,λ);
19: decide if nα is closed;

node nδ with nβ∪γ .iss ⊂ nδ.iss. If nδ exists and !(nδ ⊆ Nnew), we compute as
nβ∪γ .wt = nδ.wt+1 and nβ∪γ .bp = nδ; if nδ exists and nδ ⊆ Nnew, we compute
as nβ∪γ .wt = nδ.wt and nβ∪γ .bp = nδ; if nδ does not exist, we compute as
nβ∪γ .wt = 1 and nβ∪γ .bp = null; Second, if nβ .bp = null, we will scan the sliding
window to compute the nβ’s child’s CS nβ∪γ .wt and set as nβ∪γ .bp = null. On
the other hand, if nβ is already promising(line 9-16), we will update its children’s
CS if nβ’s child nβ∪γ exists(line 14-15), whereas generate new child nβ∪γ for nβ

and compute its CS by scanning the sliding window(line 11-14). After a child
node nβ∪γ is generated or updated, we need to update all nodes’ BPN i.e. nη.bp
that nη satisfies nη.iss ⊂ nβ∪γ .iss ∧ |nη.iss| = |nβ∪γ .iss| − 1(line 8 and 16).
We separate three situations to discuss the updating strategy: First, if nη exists,
nη has no BPN and nη.iss is lexicographical bigger than nβ∪γ.iss , i.e., nη �=
null∧ nη.bp = null∧ nη.iss % nβ∪γ.iss, then we set as nη.bp = nβ∪γ ; Second, if
nη exists, nη’s BPN exists, say nξ, and nξ.ws < nβ∪γ .ws or if nξ.ws = nβ∪γ .ws
and nβ∪γ.iss ≺ nξ.iss, nη.bp is updated from nξ to nβ∪γ; Third, if all above
conditions are not satisfied, we perform nothing. Finally, we call addition on
each child node nβ of nα(line 17-18) and decide if nα is closed(line 19).

We add a new transaction {2, 3, 4} into the sliding window and get the ECET
as shown in Fig.3. {2} turns promising, so we generate {2}’s children {2, 3} and
{2, 4}; because {2} has BPN {1, 2}, so we traverse from {1, 2} and find {1, 2, 3}
that contains {2, 3} thus set {2, 3}’s CS to {1, 2, 3}’s CS plus 1 and set {2, 3}’s
BPN as {1, 2, 3}, find no node contains {2, 4} thus set {2, 4}’s CS to 1 and set
{2, 4}’s BPN as null. we further update {3}’s BPN from {1, 3} to {2, 3} because
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Algorithm 2. Deletion Function
Require: nα: ECET node;Nold: deleted transaction; tid : id of transaction Nold;Nnew :

added transaction; D : sliding window; λ: minimum support;
1: if nα is not relevant to deletion then
2: return;
3: for each child nβ(relevant to deletion) of nα do
4: if nβ keeps promising then
5: for each right sibling nγ(relevant to deletion) of nβ do
6: if nγ is newly infrequent then
7: remove nβ∪γ and its descendant from closedcollection;
8: prune nβ∪γ and its descendant from ECET ;
9: else
10: update nβ∪γ .wt;
11: else
12: if nβ is newly infrequent then
13: for each left promising sibling nγ(not relevant to deletion) of nβ do
14: remove nγ∪β and its descendant from closedcollection;
15: prune nγ∪β and its descendant from ECET ;
16: remove nβ ’s descendant from closedcollection;
17: prune nβ ’s descendant from ECET ;
18: for each child nβ(relevant to deletion) of nα do
19: CALL Deletion(nβ ,Nold,tid,Nnew ,D,λ);
20: for each child nβ(relevant to deletion) of nα do
21: update nβ.bp;
22: decide if nα is closed;

{2, 3}’s CS is bigger than {1, 3}’s. On the other hand, because {3} is not newly
promising, we scan the sliding window to compute the CS of new node {3, 4}.
After adding {2, 3, 4}, {2} turns closed, {2, 3} and {3, 4} are new and closed
nodes.

Deleting an Existing Transaction. After adding a new transaction, we need
to delete an existing transaction. Here we use the traditional strategy to delete
the earliest transaction in sliding window. In most cases only updating for related
nodes is performed; after a node turns unpromising or infrequent, we will prune
brunches. The deletion function is described in Algorithm 2.

A node nα is ignored if it is not relevant to deletion(line 1-2). For each child
nβ of nα, if nβ keeps promising(line 4-10), we will find all nβ’s right sibling nγ , if
nγ is newly infrequent, we prune nβ∪γ and its descendant from ECET and delete
from closed linked list if any of them are closed(line 6-9), whereas we only update
nβ∪γ .wt(line 9-10); on the other hand, if nβ is newly unpromising(line 11-17),
we will prune its descendant(line 15-17), in particular, if nβ is newly infrequent,
we will find all its left sibling nγ and prune nγ∪β and its descendant(line 13-15).
Then we call deletion on each child node nβ of nα and update nβ.bp(line 18-
21); finally, we decide if nα is closed(line 22). When we update nβ .bp, there are
four condition for discussion: First, when nβ .bp is null, we keep it null; Second,
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when nβ turns infrequent, we set as nβ .bp = null; Third, if nβ .bp is not null and
not relevant to deletion, we keep it unchanged; Fourth, if nβ .bp is not null and
relevant to deletion, we will scan all its left frequent sibling nδ to find a node
nδ∪β satisfies nδ∪β .wt > nβ.bp.wt or nδ∪β .wt = nβ .bp.wt∧nδ∪β .iss ≺ nβ .bp.iss,
if nδ∪β exists, we set as nβ .bp = nδ∪β .

In Fig.4, we delete the first transaction {1, 2} from sliding window, because no
nodes become unpromising or infrequent, we only update the related node’s CS.
We further delete the second transaction {3, 4} in Fig.5. {4} turns infrequent,
so {2, 4} and {3, 4} are pruned and {4}’s BPN turns null.

4 Experimental Results

We use Moment [1] and CFI-Stream[2] as the evaluation algorithms, both of them
perform CFI mining over stream’s sliding window. All experiments are imple-
mented with C++, compiled with Visual C++ in Windows XP and executed on
a Pentium IV 3.2GHz PC with 512MB main memory. We use the real-life click
stream dataset KDDCUP2000 (http://www.ecn.purdue.edu/KDDCUP) to eval-
uate these algorithms, KDDCUP2000 contains 515,597 transactions with 1657
distinct items, the maximal transaction size is 164 and the average transaction
size is 6.5.

We compare the performance among three algorithms and thus set a fixed
sliding window’s size |W | = 100, 000. Fig.6 presents the running time cost of
Moment+ in comparison with Moment and CFI-Stream at different minimum
supports λ(0.01 < λ < 0.1). The figure reflects the uniform changing trends of
mining results of the three algorithms. But Moment+ spends much less time
than the other two algorithms even though when the minimum support is small.

We then compare the computation time of three algorithms when the mini-
mum support is fixed, i.e., λ = 0.05 in different sliding windows’ size(50K < λ <
250K). Fig.7 presents the running time cost. As can be seen, when the size of
sliding window increases, Moment+ keeps its low computation cost and Moment
costs a little more, and CFI-Stream costs much more because it stores all closed
itemsets without minimum support constraint.

Fig. 6. Running time cost for different
minimum support

Fig. 7. Running time cost for different
window size
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Because Moment+ uses the similar framework with Moment in mining, the
added item is the BPN pointer, on the other hand, the sum of id and the type
of node is deleted, the experimental results also show that Moment+’s maximal
memory cost is almost the same with Moment ’s, so we ignore the presentation
of memory evaluation.

5 Conclusions

In this paper we make a research on CFI mining over stream’s sliding window,
in allusion to the properties that sliding window can be adjusted according to
the memory’s size, we focus on caring more about running time cost thus a new
algorithm Moment+ is proposed. In Moment+, a new conception BPN is pre-
sented to address the computation bottleneck of Moment, then an extended tree
ECET makes use of BPN is introduced to store data synopsis; base on ECET
a maintaining process includes transaction addition and deletion is presented to
improve the running time cost; Extensive experiments show that Moment+ is
effective and efficient.
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Abstract. In this paper we proposed a CDPM (Clique Directed Percolation Me-
thod) algorithm, which clusters tightly cohesive cliques as cluster atoms and 
merge the cluster atoms into communities under the direction of a proposed ob-
ject function, namely Structure Silhouette Coefficient (SSC). SSC could meas-
ure the quality of community divisions which allows communities share actors. 
Experiments demonstrate our algorithm can divide social networks into com-
munities at a higher quality than compared algorithms.  

Keywords: community detection, percolation, clique. 

1   Introduction 

Finding communities in social networks is recently a challenge problem in both com-
puter science and social network analysis communities. It’s considered as a graph 
clustering problem in computer science community. Although there is not a critical 
definition of community structure, most of the existed literatures define that the den-
sity of intra cluster edges is larger than that of inter cluster edges. There are two types 
of communities, one is disjointed community, which not allowed an actor to appear in 
two different communities. The other type is overlapping community, which allowed 
communities to share actors. Approaches of finding community fall into two classes, 
divisive [1] and agglomerative [2, 3]. The divisive algorithm is a top-down process 
which split the graph into communities by removing edges with different strategies. 
Agglomerative algorithm is a bottom-up process which assigned actors into commu-
nities according to different similarity metrics.  

However, in real world, communities often overlap each other. For example, an ac-
tor in social network may often belong to many communities, such as family, college 
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and friend communities. Palla [2, 3] proposed a k-clique percolation method (CPM) 
to find overlapping communities in social networks, and induced the percolation point 
of clique percolation in random graphs. Ref. [4] proposed an extending algorithm of 
GN to find overlapping communities. 

In this paper, authors cluster the graph using a proposed method CDPM (clique di-
rected percolation method). Not as CPM [2], our algorithm considers a directed per-
colation method of maximal cliques, and qualifies the overlapping community divi-
sions by a proposed Structure Silhouette Coefficient.  

In this paper, we tackle the problem of overlapping community detection and make 
the following contributions: 

1. We proposed an algorithm CDPM to find overlapping community in graphs. The 
proposed algorithm generates all maximal cliques in given graphs, and assigned 
them in different cluster atoms through a directed percolation method.  

2. We proposed a Structure Silhouette Coefficient to qualify community divisions, 
which conduct the merging of cluster atoms. CDPM outputs the division with 
highest Structure Silhouette Coefficient. 

3. Experiments demonstrate that CDPM performs well than the compared algo-
rithm under both F-measure and VAD (vertex average degree).  

The remainder of this paper is organized as follows: after the Related Work 
Section, the problem is formulated in Section 3. Section 4 details the CDPM algo-
rithms. Section 5 describes experiments. Conclusion and future work are contained 
in Section 6. 

2   Related Work 

Ref. [2, 3, 5] proposes a k-clique percolation method (CPM) to find overlapping 
communities, and the method is implemented in CFinder [6]. It defines a model of 
rolling a k-clique template. Thus, the k-clique percolation clusters of a graph are all 
those sub-graphs that can be fully explored but cannot be left by rolling a k-clique 
template in them. Ref. [5] theoretically deduces the critical point of k-clique percola-
tion on a random graph. But CPM doesn’t propose object function to quantitatively 
qualify the clustering results. 

Ref. [4] proposed CONGA algorithm to find overlapping communities by extend-

ing GN algorithm. It proposed split betweenness ( )Bc v  and pair betweenness ( )Bc e   

which decide when and how to split vertices. Although not as CPM, CONGA qualify 
clustering results by Q function proposed in GN, CONGA also inherit the time com-

plexity 3( )O m  in the worst case, the time of running CONGA on large graph is 

unacceptable. 
Li et al. [7] form overlapping clusters using both the structure of the network and 

the content of vertices and edges. There are two phase in the algorithm, the first one 
finds densely connected “community cores”, the “community cores” are defined as 
densely overlapped cliques. In the second phase, further triangles and edges whose 
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content (assessed using keywords) is similar to that of the core are attached to the 
community cores. 

3   Preliminary 

3.1   Basic Definitions 

Definition 1. Clique r-Adjacent and Maximal-Adjacent 
Two maximal clique with size L and S respectively are r-adjacent, if they share O verti-

ces, and 
( )

( )
1S

r
L S O

− ≥+ − , where L S≥  and 0 1r≤ ≤ . If 1O S= − , the 

two cliques are maximal-adjacent. 

Definition 2. Directed Percolation 
Suppose two cliques are r-adjacent or maximal-adjacent, the percolation direction is 
constraint from the larger one to the smaller one. If the two cliques have the same 
sizes, the percolation could occur in any direction. The cliques not smaller than any r-
adjacent and maximal-adjacent are the sources of percolation. 

Definition 3. Galois Lattice 
Consider a triple (A, C, M) where A and C are finite non-empty sets and 
M A C⊆ × is a binary relation. The relation M can be used to define a mapping f: 

( )B f B→ from P(A) to P(C) (P(A) denotes the power sets of A): 

( ) { | ( , ) , }f B c C a c M a B= ∈ ∈ ∈  

M can be used to define another mapping g: ( )D g D→  from P(C) to P(A): 

( ) { | ( , ) , }g D a A a c M c D= ∈ ∈ ∀ ∈  

Let S(A)={f(A1), f(A2),…}, the collection of images of f, and S(C) = {g(C1), 
g(C2),…}, the subsets that make up S(C) form a lattice under inclusion, as do the 
subsets that make up S(A). These two lattices are dual inverse, and they can be repre-
sented in a single lattice ( ) ( )S C S A× . A dual lattice of this sort is called Galois. 

Lemma 1. Minimum edge connectivity 
Let n-graph Q = (V, E) be a r-quasi-clique (0.5 ≤ r ≤ 1, n ≥ 2). The edge connectivity 

of Q cannot be smaller than 
2

n⎢ ⎥
⎢ ⎥⎣ ⎦

, namely, κ(Q) ≥ 
2

n⎢ ⎥
⎢ ⎥⎣ ⎦

 

The proof of the lemma is detailed in [8].  

3.2   Problem Definition 

In this paper, the ultimate goal is to find the overlapping community in a given graph, 
and we formulate the problem of finding overlapping community as follows: 
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Given a graph G = (V, E), the goal of the overlapping community finding problem 
is to find a cluster graph CG = (Vc, Ec), in which vertices denote clusters and if the 
actors in two clusters have interactions in G, there exist an edge between correspond-
ing cluster vertices in CG, such CG maximizes the Structure Silhouette Coefficient 
(see section 4.1). 

4   Community Detection 

4.1    Structure Silhouette Coefficient 

Dealing with attribute data, the Silhouette Coefficient [9] is a measurement, which 
qualifies the clustering quality independent of the number of clusters. It compares for 
every data object the distance to the assigned cluster center with the distance to the 

second-closest cluster center. Formally, 
1

1 ( ) ( )

max{ ( ), ( )}

n

i

b i a i
s

n b i a i=

−= ∑ , where a(i) is 

the distance from data object i to the center of the cluster, to which it was assigned, 
and b(i) is the distance to the second-closest cluster center. This definition of Silhou-
ette Coefficient is not applicable to a graph clustering problem, since the goal of a 
graph cluster analysis is to discover clusters which are as distinctive as possible from 
connected clusters. The key point of proposed Structure Silhouette Coefficient is to 
determine the center of a sub-graph.  

According to Def. 3.3 all the maximal cliques of a graph could be organized in a 
Galois lattice (V, C, M), V is the set of vertices, C is the set of all maximal cliques 
and M is a binary relation in V C× , the level 0 of Galois lattice contains the vertices 
in the graph. Each point in level 1 corresponds to a maximal clique, the points in level 
n contain the vertices belongs to 1n −  overlapped cliques. Intuitively the center of a 
sub-graph is the vertex from which the shortest paths to all the other vertices in the 
sub-graph have nearly the same length. So we define the center of a cluster atom as 
the vertex which is at the deepest level of the Galois lattice, compared with the other 
vertices in the cluster atom.  

So we could formally define Structure Silhouette Coefficient as follows: 
(Structure Silhouette Coefficient) Given a graph G = (V, E) and cluster graph CG = 

(Vc, Ec), the Structure Silhouette Coefficient (SSC) is 
1 ( ) ( )

max{ ( ), ( )}i V

b i a i
s

V b i a i∈

−= ∑ , 

where a is the cluster to which i was assigned. a(i) is the graph distance to the center 
of a and b(i) is the average graph distance to all neighboring clusters of a in CG. 

4.2   CDPM Algorithm 

CDPM is an agglomerative algorithm to find overlapping communities. The input of  
CDPM is a simple graph G, the output is an overlapping community division. It’s 
listed as follows. 
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CDPM Algorithm  
1: INPUT: G(V, E), r (see definition 3.2) 
2: OUTPUT: overlapping communities in graph G(V, E) 
3: \\ FIRST PHASE: Generating maximal cliques 
4: Init() \\Reading graph and Index the vertices 
5: TriangleSet = FindTriangles(G) 
6:MaximalCliques = GenerateMaximalCliques(TriangleSet) 
7: \\ SECONDE PHASE: Finding cluster atoms 
8:CliqueRlinkeGraph=ConstructCRLGraph(MaximalCliques,r) 
9:ClusterAtoms=DirectedPercolation(CliqueRlinkedGraph) 
10:initClusterGraph=ConstructCG(ClusterAtoms) 
11:\\ THIRD PHASE: Maximizing SSC 
12:GaloisLattice=ConstructLattice(CliqueRlinkedGraph) 
13:finalClusterGraph=mergeAtoms(initClusterGraph,GaloisLattice) 
14:OutputCommunity(finalClusterGraph)  
15:\\finalClusterGraph maximize Structure Silhouette Coefficient 

The first phase generates all maximal cliques, the related algorithms are detailed in 
our previous work [10]. In the second phase, CDPM cluster the maximal cliques into 
cluster atoms. A cluster atom is a directed percolation cluster in the clique r-linked 
graph (i.e. vertices denote cliques, if two cliques are r-adjacent or maximal adjacent, 
there exist and edge between them). The cluster atoms are initiated by percolation 
sources, and the vertices in clique r-link graph are added to corresponding cluster 
atoms following percolation rule (see Def. 3.2). In the third phase, CDPM construct 
Galois lattice from the clique r-linked graph, then merge cluster atoms by mergeA-
toms. It keeps on merging vertices in cluster graph until there is only one vertex 
left. Before every mergence,  mergeAtoms iterate every edge of cluster graph and 
calculate the SSC supposing that the two vertices connected by this edge is merged, 
then really merge the end points of the edge that get the maximum supposing SSC. 
The output of mergeAtoms is the cluster graph with the highest SSC. 

5   Experiments 

In this section, we compare CDPM with CPM1 [6] and GN [1] algorithms, to assess 
the efficiency and clustering quality of the algorithms.  

5.1   Experimental Evaluation 

We test all algorithms on real-world datasets. We use F-measure and vertex average 
degree (VAD) to numerically measure how well each algorithm can find the commu-
nity structure from a graph.  

F-measure is calculated as follows: 

z Recall: the fraction of vertex pairs belonging to the same community which are 
also in the same cluster. 

                                                           
1 CPM is implemented in CFinder (version-2.0-beta3). 
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z Precision: the fraction of vertex pairs in the same cluster which are also in the 
same community. 

z F-measure:=
2 recall precision

recall precision

× ×
+

 

Besides the common measure of clustering algorithms (i.e. F-measure), there is no 
widely accepted alternative measure for the overlapping cluster divisions, but a prom-
ising candidate is the average degree measure [11]. Vertex average degree (VAD) is 
defined as: 

z 

2 | ( ) |
( )

| |
C S

C S

E C
vad S

C
∈

∈

=
∑
∑

, where S denotes a set of clusters, E(C) denotes the 

set of edges in cluster C. The justification of VAD is discussed in [11]. 

We run our experiment on a 1.8 GHz Pentium IV with 1.0 GB of memory running 
Windows2003 platform.  

The results of algorithms running on these datasets which define the community 
could be measured by F-measure, and they are listed in table 1. The other datasets 
doesn’t define the community, and we could only measure them by VAD, results are 
listed in table 2. All the results of CDPM listed in the two tables are got by setting r = 
0.5, the empirical study shows that when r=0.5 we get best results. 

“Karate-club” is a classic studied social network in social network analysis [12], it 
describes the interactions between the members of a karate club at an American uni-
versity. There are two known communities in the dataset.  

“Dolphin” is a social network of bottlenose dolphins of Doubtful Sound [13], there 
are two known communities in the social network. 

“College football” [14] is a network based on games between teams that belong to 
15 disjoint real-world communities as illustrated in Fig. 3. This network has many 
intercommunity edges.        

Table 1. Results of real-world datasets defined communities under F-measure and VAD 

dataset  recall Precision F-measure VAD 

GN 0.48 0.96 0.64 3.18 
CPM 0.71 0.52 0.60 4.22 

 
karate 
club CDPM 0.73 0.96 0.82 4.21 

GN 0.92 0.44 0.60 4.09 
CPM 0.36 0.89 0.52 5.08 

 
dolphin 

CDPM 0.91 0.54 0.68 4.67 
GN 0.82 0.48 0.60 5.87 
CPM 0.73 0.44 0.54 5.56 

 
College 
football CDPM 0.90 0.51 0.66 6.00 
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As shown in table 1, CDPM performs well by F-measure, it beats both GN and 
CPM on all data sets. CPM has the lowest F-measure value, because it doesn’t con-
sider the vertices not contained in k-cliques, so its recall and precision is relatively 
lower than the other two algorithms. But CPM performs better by VAD, because the 
k-clique clusters don’t consider the one-degree vertices, so they have higher edge 
density of intra cluster. 

“Co-authorship” is a collaboration network. It’s delivered with CFinder software 
as a demo file [6]. The communities are not known in the network. The datasets 
“Call-graph01” to “Call-graph04” are call graphs of a telecom career in China. The 
size of these graphs are listed in table 2, we could conclude that CDPM and CPM are 
both scalable to large graphs (GN could not get results on these large graphs in ac-
ceptable time), but CDPM performs well under the VAD measure. 

Table 2. Results of real-world datasets don’t define communities under VAD measure 

Data sets Co-authorship Call-graph01 Call-graph02 Call-graph03 Call-graph04 

Vertices 16662 512024 503275 540342 539299 
Edges 22446 1021861 900329 1030489 1014800 
CDPM 2.81 3.87 4.71 4.13 3.94 
CPM 2.73 3.56 4.33 4.02 3.94 

5.2   Computational Complexity 

Our algorithm inherit the complexity of the algorithm newClim[11], It runs with time 
O (d^2*N*S) delay and in O (n + m) space, where D, N, S denote the maximum de-
gree of G, the number of maximal cliques, the size of the maximum clique respec-
tively, and d is the number of triangles contain a vertex with degree D, d = C*T where 
C and T denote the clustering coefficient of the vertex with degree D and the maxi-
mum number of triangles can be constructed that contain the vertex with degree D 
(i.e. T = D*(D – 1)/2) respectively.  The computational complexity of directed perco-
lation and cluster atoms mergence is O (n2) and O (m*n) respectively. So the com-
plexity of CDPM is O (d^2*N*S). 

6   Conclusion and Future Work 

We proposed an algorithm to find overlapping communities in social networks based on 
a clique directed percolation method. Our algorithm performs well on real-world data-
sets under both F-measure and VAD measure. We organized all maximal cliques in a 
graph in two patterns, i.e. clique r-linked graph and Galois lattice. The first pattern pre-
sents the overlapping topological structure among cliques, and we can easily cluster the 
cliques into cluster atoms by a directed percolation method on this r-linked graph. The 
Galois lattice pattern let us numerically measure the role of a vertex in cluster atoms, 
and we define the center vertex of a cluster atom according to its position in the Galois 
lattice. Based on the definition of cluster atom center, we proposed Structure Silhouette 
Coefficient, which could evaluate the quality of community division. The optimal 
community division should maximize the value of Structure Silhouette Coefficient. 
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How to visualize the community division to help analyzers comprehending clus-
tered results is an interesting topic for future work. 
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Abstract. Dynamic critiquing approach is capable of automatically identifying 
useful compound critiques during each recommendation cycle, relative to the 
remaining cases. In current method, it is often too similar compound critiques 
are produced and presented to user. They limit the scope of the feedback op-
tions for the user. In this paper, a novel rule matrix model is proposed to find 
minimal association rule core for enhancing diverse compound critiques. All as-
sociation rules generated though a frequent itemset are shown in elements of 
rule matrix, and minimal association rule core can be quickly determined 
though base elements in matrix. Association rule core is used to produce dy-
namic compound critiques. An example given better illustrates our method.  

Keywords: Recommender Systems, Association Rules, Compound Critique. 

1   Introduction 

E-commerce web sites, such as Shopping.com or Expedia.com, offer large catalogues 
of different products. It provides a challenge for user about how to quickly get his 
preferable production. One solution to this information overload problem is the use of 
recommender systems, which help user to decide what should buy [1]. Conversational 
case-based recommender systems take the user through an iterative recommendation 
process, alternatively suggesting new products and soliciting feedback in order to 
guide the search for an ideal product. There are various kinds of recommender sys-
tems, such as rating-based, preference-based etc [2]. In this paper we are specifically 
interested in recommender systems based on critiquing that a user indicates his pref-
erence over a feature by critique it. Dynamic critiquing approach is capable of auto-
matically identifying useful compound critiques during each recommendation cycle, 
relative to the remaining cases. 

As pointed in previous work, there exists a key limitation in dynamic critique  
although good advantage over unit critique is shown [2, 3]. That is, in many recom-
mendation cycles the compound critiques presented to users are very similar to each 
other. Generally, similar compound critiques often result into longer session time. Also 
similar critiques are hard to acquire wide preference. So, for dynamic compound cri-
tique, it is very important to generate diverse compound critiques, where differences 
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between compound critiques are maximize. In this paper, the question is focused. A 
novel rule matrix model is proposed to quickly find association rule core for generating 
diverse compound critique.  

In the next section, dynamic compound critique is first introduced. In section 3, as-
sociation rule and its redundant question are described. In section 4, a novel rule matrix 
model used to generate association rule core for dynamic compound critique is pro-
posed in detail. In section 5, an example is given. Conclusion and future research is 
made finally. 

2   Dynamic Compound Critiques 

2.1   Example-Critiquing with Suggestions 

In conversation recommender systems, each recommendation session will be com-
menced by an initial user query and this will result in the retrieval of the most similar 
case available for the first recommendation cycle [3, 4]. If the user accepts this case, 
the recommendation session will end. Otherwise, the user will critique this case. In 
general, there are two kinds of critique. One is unit critique where single-feature is 
critiqued by user. Another is compound critique where multi-features are combined to 
been critiqued together [2]. For example, the critique “a different manufacture & 
smaller monitor & cheaper” shows critique for manufacture, monitor and price  
together. 

 Current Case Cased c from CB Critique Pattern 
Manufacture Compaq Sony 
Monitor 14’’ 12’’ < 
Memory 512 512 = 
Hard Disk 120 60 < 
Processor Pentium 4 Pentium 5 > 
Speed 1500 1200 < 
Price 2000 3000 > 

 

Fig. 1. Generating a Critique Pattern [2] 

The key to exploiting compound critiques is to recognize useful recurring subsets 
of critiques within the potentially large collection of critique patterns (the pattern-
base). For example, we might find that 50% of the remaining cases have a smaller 
screen-size but a larger hard-disk size than the current case; that is, 50% of the cri-
tique patterns contain the sub-pattern {[Monitor <], [Hard-Disk >]}. Association rule 
is a good method for recognize and collate these recurring critique patterns within the 
pattern-base. In this method, each critique pattern corresponds to the shopping basket 
for a single customer, and the individual critiques correspond to the items in this bas-
ket. When association rule be used to discover compound critique, there include two 
key processes: 



630 L. Yu 

STEP 1: Generating Critique Patterns. This step is to generate a set of so-called cri-
tique patterns from the remaining cases, as shown in Fig.1. 

STEP 2: Mining Compound Critiques. After critique patterns is build, association rule 
be used to produce the compound critiques. According to well-known Apriori algo-
rithm, all frequent itemsets should been identified firstly, and then compound critique 
can be produced along with a measure of its support. 

patterncritiquetotal

BandAcontainingpatterncritiqueof
BASupport

#
#

)(
 

Unfortunately, using the above method, it is often that many similar compound cri-
tiques are produced. When these similar compound critiques are presented to user, 
they limit the scope of the feedback options for the user. For example, in Fig.2(A), 
three compound critique could been presented to user. It is easy to find that the three 
critiques refer to lower price and two of the critiques refer to lower resolution. 

A

A different manufacture & Less Pixels & Cheaper

Less Pixels & Less Memory & Cheaper 

A different Type of Memory & Different Software & Cheaper

B

A different manufacture & Less Pixels  

Less Pixels & Cheaper  

A different Type of Memory & Cheaper 
 

Fig. 2. Transferring Compound Critiques toward Diverse 

2.2   Our Idea for Enhancing Diverse Compound Critique 

In order to maximize difference among compound critiques, redundant information 
must be deleted according to association relation between different sub-itemsets. For 
example, in Fig.2, the critique rule “A different manufacture & Less Pixels → 
Cheaper” which shows that critique “A different manufacture & Less Pixels” has 
same critique information as critique “A different manufacture & Less Pixels & 
Cheaper” because “A different manufacture & Less Pixels” is strongly related to 
“Cheaper”. So, the critique “A different manufacture & Less Pixels & Cheaper” can 
be substituted with “A different manufacture & Less Pixels”. Similarity, for other two 
compound critiques as shown in Fig.2(A), compound critiques in Fig.2(B) only in-
clude independent critiques by deleting redundant critique. 

In above method, it is most important step to produce minimal critique association 
rule base (or called as association rule core). By using these critique rules, reduced 
compound critiques can be generated. So, in this paper, mining minimal association 
rules core is focused, and a novel matrix model is presented to generate rule core.  
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3   Association Rule and Redundant Information 

An association rule is a condition of the form r: X→ Y, where X and Y are two sets of 
items, X?Y=Φ. XΦY is called as attribute (Item) sets of rule r, noted as attr(r), where 
X is condition attribute set, noted as X= antc(r), and Y is consequence attribute (Item) 
set, noted as Y= cons(r). 

Definition. For association rule r1 and r2, if information in rule r1 includes the infor-
mation in r2, then rule r2 can be inferred though rule r1, noted as r1→ r2. If there are r1

→ r2 and r2→ r1, then association rule r1and r2 are equivalent, noted as r1 ↔ r2. 

Definition. For two association rule sets R1 and R2, if for any r2∈R2, there exists rule r1

∈R1, and r1→ r2, then rule sets R2 can be inferred though rule set R1, noted as R1→R2. 

A challenge question in association rule is to improve association rules relevance and 
usefulness by extracting as few rules as possible without losing information by delet-
ing redundant rules.. In the following, a rule matrix model is proposed to deleting 
redundant rule. 

4   Using Association Rule Matrix Model to Generate Rule Core 

4.1   Association Rule Matrix Model 

According the above theorem [5], we can get two basic inference rules.  

Inference 1. For itemset A, B, C, D, (AB) = (CD), supp(C)< supp(A) and r: A→ B is 
association rule, then r’: C→ D is an association rule, such as r→ r’. 

Inference 2. For itemset A, B, C, D, (CD) (AB), supp(C)=supp(A) and r: A→ B is 
association rule, then r’: C→ D is an association rule, such as r→ r’. 

According the two above inferences, there hold the following, 

Rule le set 

g

)(IGR j
i  i consisted of rules generated though i items of itemset I, and 

pattern number of supporting its condition itemset is j.can be produced as following 

)(IGR j
i = }jsupp,i|)r(attr||)I(GRr{  

Where G(r) as rule set, where all rules are inferred by rule r; Q(r) as rule set, where all 
rules are equivalent to rule r; GR(I) as rule set, where all rules are generated though 
itemset I.  

Obviously, rules in )(|| IGR j
I  I are equivalent, and is called as Basic Equivalent  

Rule Set of itemset I. So, rule set GRi (I ) i generated though i items of itemset I.can be 
represented, 

)(IGRi = suppminj

j
iR
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Fig. 3. Association Rule Matrix for a Maximal Frequent Itemset 

Based sed onGRi (I ) , rule set GR(I), including rules generated though itemset I, 
can be generated. That is, 
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Further more, all rule can generated as following, 
g
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IRGR )(
 

According to above method, all rules generated by one maximal frequent itemset 
could be shown in rule matrix R= GR (I), as shown in Fig.3. In R, rules in same row 
have equal number of items, and rules in the same column have equal support of con-
sequent itemset. That is, 

nmij )a()I(GRR ),...,2,1;,..,2,1( njmi ,
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1||0 Im

,
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4.2   Using Rule Matrix Model to Derive Minimal Association Rule Core 

Based on two above basic inferences in 4.1, for rule matrix in Fig.3, there have the 
following conclusions, as shown in Fig.4. 
 



 Using Matrix Model to Find Association Rule Core for Diverse Compound Critiques 633 

…

…

…

…

…  

Fig. 4. Inferring Relation between Elements in Rule Matrix 

 

(1) aij  a(i+1)j, aij  ai(j+1);
(2) if i<k, then aij  akj; if j<l, then aij  ail;
(3) for any aij, akl R, (i<k,  j<l), there exist aij  akl.  

Definition. For aij∈R, if there not exist element a’ij∈R, such that a’ij→ aij, then aij is 
called as Base Element in rule matrix. The set including all base elements in a rule 
matrix is Base Set (BS). 

In fact, there exist a lot of null elements where no rule exists. It is easy to know that 
null elements lie in left-above part and right-down part of rule matrix, as shown in 
Fig.5 For any base element aij∈BS, all rules included in aij can be present as Rule(aij), 
so all rules included in based set (BS) can be computed as 

Rule(BS) = BSa
i

i

aRule )(

 

It is easy to know that，all rules in rule matrix might be derived though Rule(BS) 
which does not include redundant rule information. We call it as core of rule matrix R. 

Core(R) = Rule(BS) 

…

…

…

…

Null 

Null 

No-Null 

Base Line 

…

 

Fig. 5. Distribution of Null and No-Null Elements in Rule Matrix 
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5   An Example 

In this section, our method will be shown by an example. Supposing that there a cri-
tique pattern database, as shown in Table 1 where item A, B, C and D means four unit 
critiques. Let’s suppose that minsupp=0.4 (that is, minimal number of transaction 
records is equal to 2) and minconf=2/3. In the following, we focus the rule generated 
by frequent itemset “ABCD”. Supporting number of all subsets of maximal frequent 
itemset “ABCD” is computed in Table 2. 
 

Table 1. An Simple Critique Pattern Base  Table 2. # of Subset of “ABCD” 

OID Items 

1 A  C  D 

2 B  C  E 
3 A  B  C  E 
4 A  B  E 
5 A  B  C  E 

 

Supp(I)=4 Supp(I)=3 Supp(I)=2 

A, B 

C, E 

BE

AB, AC 

AE, BC 

CE, BCE

ABE

ABC

ACE

 
 

|r| Supp(antc(r))=4 Supp(antc(r))=3 Supp(antc(r))=2 

4 Null

3

2 Null Null

 

Fig. 6. Association Rule Matrix of Frequent Itemset “ABCD” 
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After computing, rule matrix generated by maximal frequent itemset “ABCD” is 
shown in Fig.6. It includes 39 rules. In this matrix, a11, a32 and a33 are null element, 
indicating that there is no corresponding rule. And element a12 and a21 are base ele-
ments, represented in red. 

According to our proposed method, 15 rules in base elements a12 and a21 can sub-
stitute for 39 rules in matrix. So, we can produce condensed compound critiques only 
by using 15 rules, not 39 rules. 

6   Conclusions 

Conversational recommender systems help prospective buyers quickly navigate to 
suitable products by facilitating the incremental construction of a more accurate pic-
ture of their requirements through a series of recommendation interactions. Dynamic 
critiquing approach is capable of automatically identifying useful compound critiques 
during each recommendation cycle, relative to the remaining cases. But too similar 
compound critiques limit the scope of the feedback options for the user. 

In this paper, a novel rule matrix model is proposed to find minimal association 
rule core for enhancing diverse compound critiques. All association rules are shown 
in elements of rule matrix, and minimal association rule core can be quickly deter-
mined though base elements. Association rule core is used to produce dynamic com-
pound critiques. An example is used to effectively illustrate our method.  

The success of a compound critiquing recommender depends on recommendation ef-
ficiency, recommendation and critique quality, and system usability. In the future, em-
pirical evaluations and analysis need to make for verifying our method by surveying. 
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Abstract. Anchor text has been shown to be effective in ranking[6] and
a variety of information retrieval tasks on web pages. Some authors have
expanded on anchor text by using the words around the anchor tag, a
link-context, but each with a different definition of link-context. This lack
of consensus begs the question: What is a good link-context?
The two experiments in this paper address the question by compar-

ing the results of using different link-contexts for the problem of rank-
ing. Specifically, we concatenate the link-contexts of links pointing to
a web page to create a link-context document used to rank that web
page. By comparing the ranking order resulting from using different link-
contexts, we found that smaller contexts are effective at ranking relevant
urls highly.

1 Introduction

In their 2001 paper on anchor text, Craswell et al.[6] show that ranking based
on anchor text is twice as effective as ranking based on document content. This
finding spurred many researchers to leverage anchor text for various information
retrieval tasks on web pages including ranking, summarizing, categorization, and
clustering [13,5,4,2,3].

As descriptive words often appear around the hyperlink rather than between
anchor tags, many researchers have expanded the words past anchor text to a
‘context’ around the link. These link-contexts have been defined as sentences [8],
windows [4], and HTML DOM trees [13,2] around the anchor text. Given these
competing definitions of link-context, this paper investigates which definition
performs best for the task of ranking.

Specifically, the two experiments in this paper explore how defining link-
context as either windows, sentences, or HTML trees effect ranking quality.
The link-contexts of links pointing to a single page are concatenated to create a
link-context document for that page. Each link-context document is then ranked
by the BM25 algorithm[17] and the order evaluated by various ranking metrics.

The results of the Syskill/Webert[15] experiment indicate that smaller link-
contexts tend have better precision and NDCG[11] at low recall and thresholds
while larger link-contexts have better precision and NDCG at higher recall and
threshold levels. The results of the followup experiment on the AOL collection
[14] generally indicate that small link-contexts have the lower mean click-through
url ranks which corroborates the earlier conclusion that smaller link-contexts are
effective at low thresholds.

C. Tang et al. (Eds.): ADMA 2008, LNAI 5139, pp. 636–643, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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This paper proceeds by describing related works (§2), an experiment overview
(§3), the experiment results (§4), and concludes with future work (§5).

2 Related Work

The inspiration for this paper was Craswell et al.[6] where link-context was
defined as anchor text and their resulting documents were found to be more
effective than page source in ranking documents. Prior to Craswell et al. a couple
of papers highlighted the effectiveness of anchor text as a feature for ranking web
pages[3,7]. Anchor text has been used for a variety of information retrieval tasks
since McBrian’s WWWW indexing worm[12], including topical web crawling
[13,5], and subject classification [4,2].

The name “link-context” comes from Pant’s paper on topical web crawling[13]
but appeared in earlier papers under different names. Link-contexts have been
defined as sentences containing the anchor tag[8], a fixed window before and after
the anchor tag [4], the enclosing HTML DOM tree [2,13,5], and the enclosing
ad-hoc tag (paragraph, list item, table entry, title, or heading)[18].

Of the papers that use a link-context some justified their definition of link-
context. Chakrabarti et al. [4] justified using a window of 50 bytes for classifying
pages by looking at the incidence rate of the word ‘yahoo’ within 100 bytes of
hyperlinks to ‘http://www.yahoo.com’.

The context of an anchor is important to topical web crawlers because it
determines which hyperlink to follow, hence a number of papers in the area
experiment with different link-contexts. Notably, Chakrabarti et al. [5] trained a
classifier to crawl websites for topic relevant links. Windows of up to five HTML
DOM text elements around a hyperlink were part of the feature set, because
larger windows only marginally increased their accuracy. Pant[13] experimented
with defining link-context as windows of words or HTML DOM trees containing
the hyperlink to decide which hyperlink to follow and found parent trees to be
most effective.

The results of the Chakrabarti and Pant papers are not immediately applica-
ble to the task of ranking for two reasons. First, the evaluation metrics for topical
web crawling do not directly apply to the task of ranking web pages. Second, in
topical web crawling one link-context is used per target page, whereas in ranking
algorithms, as presented by Craswell, use many link-contexts to create a single
document.

3 Experiment

The experiments reproduce the original Craswell et al.[6] experiment by ranking
each document’s relevance to a query by both the page content and the content of
the anchor text in hyperlinks pointing to the page. In addition, we define several
link-contexts and compare the effectiveness of link-context documents in ranking
web pages. The two experiments in this paper use the following framework and
differ only in the source of the data and the evaluation metrics.
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Fig. 1. Creating the link-context document

Briefly, as illustrated by fig. 1, for every url u in a given subject, the experiment
found the link-context document defined by link-context l using the following
approach:

1. Use the Yahoo! Search API[1] to find the urls of pages linking to u.
2. Fetch pages of in-linking urls from the internet.
3. Parse pages for the link-context l around the hyperlink to u (l(u)).
4. Concatenate link-contexts to create the link-context document.

Given all the link-context documents for urls in a subject the experiment then:

5. Use the BM25 algorithm to rank the link-context documents.
6. Evaluate the success of the ranking against the Syskill-Webert ranking of

the pages or the AOL click-through data (fig. 1 illustrates the former).

3.1 Data

Syskill/Webert Experiment. The data for the first experiment comes from
the Syskill/Webert (SW) data[15] available through the UCI KDD archive [10]
and was created in 1997 for the purpose of predicting user ratings of web pages
with respect to a given topic. Each user was given an ‘index’ page with links
to websites on a single subject. After visiting each link the user was intercepted
with a screen asking the user to rate the visited page by adding it to a ‘hot’ list,
a ‘lukewarm’ list (medium) or a ‘cold’ list[15]. While the user rating is not an
explicit ranking order for the pages, it provides a partial order. One subject in
the SW dataset, Bands, was dropped for lack of in-links to the SW pages.

The link-contexts for the SW pages were found by querying the Yahoo! Search
API. While the Yahoo! Search API did not find any pages linking to a couple SW
pages, 90% of pages were viable for this experiment. In total 253 SW pages were
used in the project and 7,277 pages were used to construct in-link documents.

One potential criticism of the data used for this experiment is that the SW
data was collected in 1997 while the in-link pages were collected in 2008. How-
ever, as there is no reason to believe that this time gap between data will effect
any link-context unequally, the data still permits a relative comparison between
link-contexts.
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Fig. 2. Percent of click-through urls in the AOL User Data with AOL rank lower than
the threshold

AOL User Data Experiment As the data in the first experiment was col-
lected in 1997, we use a more current data source, the 2006 AOL User Session
Collection[14], for the second experiment. The data contains user queries and,
if a search result was chosen, the base domain of the clicked hyperlink and the
rank of the result.

Of the queries in which a user clicked a url, over 90% had a rank of 11 or less
and 97.5% had a rank of 50 or less, fig. 2. For this reason we choose the first 50
pages returned by the Yahoo! search API for a query as the candidate pages to
rank using link contexts.

Of the 19,442,629 click-through queries in the AOL dataset, we randomly
chose queries discarding those where no click-through event occurred or if the
click-through url was not found in the first 50 results returned by the Yahoo!
Search API. In total 100 click-through queries were collected and used as subjects
for this experiment.

The link-context documents for these first 50 results are, as in the first exper-
iment, constructed using the Yahoo! Search API. In total there are 100 queries,
with 5,000 primary pages and 250,000 secondary pages (used to construct link-
context documents).

3.2 Ranking Algorithm

The ranking algorithm used in the original Craswell et al.[6] paper is BM25[17]
and to allow for direct comparison with the Craswell et al. paper, both ex-
periments in this paper also use BM25 for ranking. To this end, the Xapian
package[19] was used to index and query the documents generated by different
context definitions.

3.3 Link-Context Definitions

Both the main and auxiliary experiments employ three kinds of link-contexts
found in the literature: windows of words [4], HTML DOM trees[2,13], and
sentence[8] link-contexts.
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Window Contexts. A window link-context grabs the n words before and after
the hyperlink pointing to the target web page. Words are defined as whitespace-
separated strings of letters in HTML DOM text elements. The value of n in this
experiment ranges from one to five.

Tree Contexts. The tree-based link-contexts are defined by the HTML DOM
tree structure and all text elements found in the tree are included in the context.
Trees rooted at the parent, grandparent, and great-grandparent elements of the
target anchor tag are candidate link-contexts. Not all HTML pages come well-
formed but by using HTML Tidy[16], we extracted a reasonable approximation
of the HTML tree intended.

Sentence Context. We also consider a syntactic link-context, defined as the
sentence in which the hyperlink appears. A sentence is defined as the words
between punctuation marks (./?/!). Though not all anchor tags appear within
well-formed sentences, we accept paragraph tags, cell tags, and list tags as sen-
tence boundaries if they appear closer than punctuation.

3.4 Performance Metrics

Syskill/Webert Experiment. The metrics used to compare different link-
contexts in ranking web pages are precision, recall, and NDCG[11]. The perfor-
mance of each link-context is graphed in a 11-point precision-recall graph and
the NDCG is graphed for thresholds up to ten. When calculating precision and
recall only ‘hot’ documents are considered relevant. For NDCG the rating of
hot/medium/cold documents are treated as the rating 2/1/0, respectively.

AOL Experiment. The experiment using the AOL data has the same can-
didate link-contexts but uses the rank of the click-through result as the per-
formance metric of the results. Specifically the mean rank of the click-through
result over all queries is the metric for evaluating this experiment.

4 Results

4.1 Syskill/Webert Experiment

Initially we compared window, sentence and tree contexts separately and then
compared the most viable contexts from the initial experiments to draw overall
conclusions. For brevity, the results of the intermediate results are published in
an extended paper[9] and here we present the overall comparison and examine
whether we reproduce the original Craswell et al. experiment.

This experiment was not a successful reproduction of the Craswell et al.
experiment[6] in that the anchor text doesn’t generally outperform page source.
Except at recall levels of 10%, anchor text’s precision was worse than the page
source, fig. 3(a). In the NDCG graph, fig. 3(b), anchor text performs worse than
the page source after a threshold of two.
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(a) Precision Recall Graph (b) NDCG Graph

Fig. 3. Overall Comparison

The poor performance of anchor text at low levels may be due to the time
difference between when the pages were rated and when the link-contexts were
collected(§3.1). This may not only indicate a shift in page relevance but also
fewer anchor texts pointing to the page if it is no longer online.

For an overall comparison the results for the anchor text, page source, window
of size 1, window of size 5, parent and great-grandparent link-contexts are in-
cluded because they performed best in their class of link-context[9]. Figure 3(a)
and 3(b) highlight a general trend that small contexts, anchor text, windows of
size 1, and parent link-contexts perform well at low thresholds and recall while
large contexts tend to dominate at higher thresholds and recall.

The precision of the anchor text, page source, window of size 5, and great-
grandparent link-contexts beat out the others at higher levels of recall. The
NDCG levels of window 1 link-context equal or exceed other link-contexts until
a threshold of 5 when the source page exceeds it, (excepting at threshold 7
where window 1 is again the highest). Finally, at thresholds above nine the
great-grandparent context’s NDCG is greatest.

4.2 AOL User Data Experiment

Since small contexts are good at pushing the most relevant pages to the top
(high NDCG at low thresholds §4.1) and click-through pages are quite relevant,
we expect small contexts to have the lowest mean click-through rank. Also,
because the data collection time and the validation data time are current, we
expect to see better performance from link-contexts than the page source.

The average rank of the click-through domain using the link-context docu-
ments and BM25 ranking is displayed in figure 4. Though all link-contexts are
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Fig. 4. Mean Rank of Click-through URL with (standard) Error Bars

beaten by the full-scale search engines, small link-contexts such as windows of
size 1 are highly competitive. The sentence and anchor link-contexts have mean
ranks comparable to Yahoo!’s but with greater standard error. Contrary to our
hypothesis the larger context window of size 5 did better than those of size 3 and
4. Though all three contexts are within one another’s error range, this weakens
our hypothesis and requires further investigation. Though the BM25 ranking
combined with link-context documents perform worse than search engines it is
remarkable how well it performs without a complicated feature set. Finally, the
experiment does reproduce the results in the Craswell experiment as the source
page performs worse than all link-context documents.

5 Conclusion and Future Work

This pilot study is a step toward answering the question of which link-context
to use. The first experiment implies that if one cares about the first pages re-
turned then a small context is preferable and if overall quality of results is more
important than a larger one is better. The second experiment generally corrob-
orates the first by showing that small link contexts have low mean click-through
urls ranks. Particularly, using link-contexts defined by windows of size 1 was
effective in bringing click-through url to the top of the list. While these small
link-contexts are not better than established search engines, they may be highly
effective features in a search engine.

Future work includes using a linear regression to explore the merit of using a
linear combination link-contexts. Also, because of the effect of size on ranking
it may be interesting to train the algorithm for different NDCG thresholds.
Finally, in future experiments increasing the variety of link-context definitions,
for example taking larger windows or the whole page as a link context, may
prove fruitful.
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Abstract. Skyline query asks for a set of interesting points that are non-
dominated by any other points from a potentially large set of data points and 
has become research hotspot in database field. Users usually respect fast and in-
cremental output of the skyline objects in reality. Now many algorithms about 
skyline query have been developed, but they focus on static dataset, not on dy-
namic dataset. For instance, data stream is a kind of the dynamic datasets. 
Stream data are usually in large amounts and high speed; moreover, the data ar-
rive unlimitedly and consecutively. Also, the data are variable thus they are dif-
ficult to predict. Therefore, it is a grim challenge for us to process skyline query 
on stream data. Real-time control and strong control management are required 
to capture the characteristic of data stream, because they must settle data updat-
ing rapidly. To this challenge, this paper proposes a new algorithm: DC-Tree. It 
can do skyline query on the sliding window over the data stream efficiently. 
The experiment results show that the algorithm is both efficient and effective.  

1   Introduction 

The points x= (x1, x2 ,…, xd) and y= (y1, y2 ,…, yd) in the two D-dimension space, if xi≤yi 
which 1≤i≤d, we call that x dominates y. Given a set of objects p1, p2 ,…, pN , the 
operator returns all objects pi which is not dominated by another object pj. More for-
mally, the skyline is defined as those points which are not dominated by any other 
points. A point dominates another point if it is as good or better in all dimensions and 
better in at least one dimension, as shown in Figure 1. 

Skyline query gives important value to multi-criteria decision making applications. 
For example, a stockholder goes to buy stocks, and he wants to know the optima trade 
off on stock A up to now. But the Standard of “Quality Stocks” is that the successful 
bidder price is low, and the dicker volume is high. Unlike static information, this 
stock information updates continually. So it is better to sign in a skyline query and 
output query results incessantly. The query relies on two standards: the successful 
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Fig. 1. The Skyline of the Stock Exchange 

bidder price is low, the dicker volume is high. In this paper, the smaller value is the 
better value, so 1/volume represents the better, as shown in Figure 1. 

Skyline query and its transmutation [1,2,3,4], have been extensively studied and 
numerous algorithms have been proposed. In [1,2,5]we can find some algorithms for 
main memory processing. And the algorithms which are related to database applica-
tion can also be found in [6,7,8,9,10]. 

However, the above mentioned algorithms are not used in online computation, be-
cause the online computation faces quickly updated data. And in many applications, 
quick data updating often happens. For example, in the model of the sliding window 
over data stream, it needs to delete old data and insert new data followed the new data 
incessantly coming. Although Xue-min Lin and someone else proposed an algorithm 
of skyline computation over data stream in [12], the data structure is complex, and 
cannot be used in the contemporary data stream system easily. According to personal-
ized survey, there are few people doing investigation on this aspect. 

This paper proposes a skyline query algorithm toward the sliding window over data 
stream. The rest of the paper is organized as follows. Section 2 reviews previous re-
lated background knowledge of algorithms for skyline computation. Section 3 pro-
poses the kernel algorithm. Finally, section 4 evaluates the accuracy of the DC-Tree 
experimentally, comparing it under a variety of settings.  

2   Related Work 

2.1   Data Stream and the Siding Window  

According to the exist model of the data, the process of the data can be classified into 
static data process and fluxional data process. Fluxional data process the online,  
continual, high-speed data stream, the model of the object which the system process is 
very different from the typical static data process. Because of the limitation of the 
memory space, these data can`t be stored to the memory absolutely as often as not, at 
the same time, it should process these data stream incessancy and have no delay so as 
to acquire the real-time results. When we process the continually arriving data stream, 
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there is not always interest in all the arriving data, but only interest in the recent par-
tial data which require the introduction of the sliding window model [11]. 

At present, there are many kinds of sliding window model that can be used, but 
here we just introduce the one that this paper refers to: consolidate N tuples as the 
volume of window.(Fig. 2:N=10).When the data a, b, c,…in the data stream arrive 
continually, according to the alphabetical order, it needs to delete the oldest data from 
the window(such as a, b) and insert the newest arriving number(such as l, m), the 
tuples which are used for computation in the window are no more than 10. 

p

 

Fig. 2. The Sliding Window Model of the Stationary Volume 

2.2   DC Algorithm 

DC algorithm is used to compute the skyline on a given set of data points. The algo-
rithm firstly divides the data points into several blocks, and then computes each block 
of skyline. Finally they merge the skyline of these blocks, and find the last skyline. 
The basic DC Algorithm followed: 1) Compute the median (m1) of all the data points 
in one dimension (dp), according to the median divide all the data points into two data 
points (P1,P2),the value of all the data points in block P1 on the dp dimension is better 
than m1 (small), P2 contains all other points. 2) Compute the skyline S1 in block P1 

and the skyline S2 in block P2 distinguishingly. The way is to implement this algo-
rithm as a whole recursively in two blocks of P1, P2. For example, P1 and P2 will 
continue to be divided. Recursively implement the block operations, until a block 
contains only one point (or meets a critical setting value). At this time, to compute the 
skyline of each block is very easy. 3) Recursively merge all the skyline of the blocks, 
and at last merge S1 and S2 to ultimate skyline. Merging method is to remove those 
points from S2 which are dominated by the points in S1 (the points in S1 cannot be 
dominated by the point S2, because at least in dp dimension, the points in S1 is supe-
rior than every point in S2). 

Because each time the algorithm partitions in one dimension, it depends on the me-
dian of all the points in this dimension, so once new data appear or delete certain data, 
all operations (partition and merge) will start again, such efficiency is far from satis-
fying the data flowed on the high-speed data updates. The method we mentioned 
below is to avoid this problem skilfully. 
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3   DC-Tree Algorithm 

In this Section, we present a new skyline algorithm based on a divide and conquer 
paradigm, and this new DC algorithm images the data into the points in the D-
dimension (n is the query dimension) space, divides the space into 2d equal pieces of 
block according to the dimension, computes the skyline of each block and then 
merges every block into the final skyline. We first introduce the most basic case of 
two-dimension, the algorithm is as follow: d=2, and set these two dimensions as X, Y 
the maximal value as Mx and My:  

1) Divide all the points on the space into four equal pieces P1,P2,P3,P4 ,according to 
Mx/2, My/2.  

2) Compute the skyline on each space respectively: S1, S2, S3 and S4. The method is 
to continue the implementation of the algorithm recursively on each block. For 
instance, continue the block operations to P1, P2, P3, P4 until a block contains 
only one point (or meets a set threshold). This time can quickly calculate the 
skyline of each block.  

3) Merge the skyline of all the block recursively, with the final S1, S2, S3 and S4 to 
be the ultimate skyline. 

The biggest advantage of these equal installments is to retain the structure of the 
block: a tree, we call it DC-Tree. Each father node splits to four children nodes, leaf 
nodes record of all the points, each father node only records the skyline point of this 
block (merge the skyline points of the four children nodes).   

3.1   Skyline Query 

All the points in the root node of DC-Tree are the final skyline points. 

3.2   Update 

All the points in the root node of DC-Tree are the final skyline points. 
Insert: (The sliding window will insert a new data T) 

1) Find out the leaf node which it belongs to: find out the leaf node P according to 
the value of T on the two skyline query dimension X, Y.  

2) If the points included by P more than the setting threshold when we insert this 
point, we will ramify the point P. And then T returns to the new leaf node Pt .  

3) Compute the affection of this point towards the skyline: If T is dominated by the 
other points in the leaf node Pt ,then T will not affect the final skyline, the update 
end; If T is not dominated by the other points in Pt ,T will become the skyline 
point in Pt ,then we need to record the point T in the father node, continue to 
consider the influence on skyline that T nodes in his father node, if have no af-
fection, the update end, or else continue until up to the root node. 

Delete: (Data T deletes from the sliding window) T belongs to the leaf node Pt . 

1) If T is not the skyline point of Pt , delete T from the tree directly, end the update.  
2) If T is the skyline point of Pt , delete T, and then recalculate the skyline of Pt , 

update the recording point of the father node, continue updating until to the root 
node.  
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3) If the points are contained by Pt and the other brother node is less than the thre-
shold after deleting T, delete the four leaf node, and then merge the inside points 
to the father nodes, at this time, the father node of Pt will become the leaf node, 
record all the points in the four leaf nodes which are deleted. 

 

3.3   For Example 

We set the threshold q (equal to 2) which will induce splitting. The sliding window 
can accommodate ten data, at this moment it has nine points (a,b,…,h,i) and the coun-
terpart DC-Tree (as in Figure 3). 

 
Fig. 3. The Distribution and the Tree Structure of the Points 

And then insert new data j to the window, find the position of j in the tree (on left 
of Fig. 4), because j isn`t the skyline point of this block, so it`ll not impact the final 
results, delete it directly, then insert end.  

At the same time, the old data a should be deleted from the sliding window, be-
cause a is not the skyline point in this block, so it will not affect the results of the 
skyline, delete it directly (on right of Fig. 4).  
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Fig. 4. Insert the Point j and Delete the Point a 

And then new data k enter the window, the block of k has only two points h and i 
before it, at this time k is added into the block so that the points in this block outreach 
the threshold q=2, so it must continue to branch, the new data k are the new skyline 
points of the block, so at the same time, the record of the remained skyline points are 
in the father node (on left of Fig. 5). 

 

Fig. 5. Modify the Skyline Points and Delete Points, Merge the Child to the Father 

At last, the old data b should be deleted from the sliding window, and when the 
point b is deleted, the nodes in the block equal to the threshold, then delete the block 
and combine all the points to the father node. Continue to update, the final results (on 
right of Fig. 5). 

4   Experimental Results 

We experimented that the algorithms are in high availability when being queried and 
updated, and also in high expansibility. All datasets were running on a Pentium 
4,CPU 2.40GHZ DELL PC equipped with 256MB of main memory and a 40GB hard 
drive, under the Windows XP Professional Edition operating system. Our algorithm 
was implemented in C++ on a client machine. 

We firstly experimented the skyline query efficiency by using synthetic and static 
data. We generated correlated, independent and anti-correlated dataset having 10000 
tuples with the dimensionality varying from 2 to 5  to compare our algorithm with the 
DC[6] and the algorithm in paper[12](we call it BBS algorithm),the results as in  
Figure 6 for independent, correlated and anti-correlated dataset, the X axis denotes the 
dimension of the generated data, Y axis denotes the time of getting the query results 
.we can see the DC-Tree algorithm has relative high effect towards static datasets all 
the same. It takes a little longer time than BBS, but much better than DC. 

At last we compare our algorithm with the DC[6] algorithm and the algorithm in 
paper [12](we call it BBS algorithm) on data stream, the method is to compare the 
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(a) the independent data                (b)  the correlated data                   (c)  the anti-correlated data 

Fig. 6. Varying Dimensionality in Static Data Set 

 
(a)  the independent data                 (b)  the correlated data                 (c)  the anti-correlated data 

Fig. 7. Varying Dimensionality in Dynamic Data Set 

time of the processing 1000 data with these three algorithms, which means the aver-
age delay of 1000 times data updating. The result as Figure 7 is for independent, cor-
related and anti-correlated dataset. DC-Tree in these pictures shows the high effect of 
updating in data stream substantially. 

5   Conclusions 

The application of the skyline query becomes broader and broader, but the present 
algorithm can not support the skyline query on data stream effectively, because these 
algorithms can not support the quick and effective data updating. Towards the skyline 
query in sliding window of data stream, this paper proposes a kind of algorithm: DC-
Tree. It supports the effective data updating and it can output the fast and incremental 
skyline objects in reality. At last, we propose some improvement measures. And the 
results of experiment show that the DC-Tree is both efficient and correct. A further 
interesting issue would be applied to modify this algorithm so that it can be practiced 
in the SubSkyline [13] and Skyline Cube [14] computation and storage on data 
stream. 

References 

1. Bentley, J.L., Kung, H.T., Schkolnick, M., Thompson, C.D.: On the average number of 
maxima in a set of vectors and applications. J. ACM 25(4), 536–543 (1978) 

2. Kung, H.T., Luccio, F., Preparata, F.P.: On finding the maxima of a set of vectors. J. 
ACM 22(4), 469–476 (1975) 



 DC-Tree: An Algorithm for Skyline Query on Data Streams 651 

3. McLain, D.H.: Drawing contours from arbitrary data points. Computer J. 17, 318–324 
(1974) 

4. Steuer, R.: Multiple Criteria Optimization. Wiley, New York (1986) 
5. Kapoor, S.: Dynamic maintenance of maxima of 2-d point sets. SIAM J. Comput (2000) 
6. Borzsonyi, S., Kossmann, D., Stocker, K.: The Skyline Operator. In: Proc. 17th Intern. 

Conf. On Data Engineering, Heidelberg, Germany (April 2001) 
7. Chomicki, J., Godfrey, P., Gryz, J., Liang, D.: Skyline with presorting. In: Proceedings of 

the IEEE International Conference on Data Engineering. IEEE Computer Society Press, 
Los Alamitos (2003) 

8. Kossmann, D., Ramsak, F., Rost, S.: Shooting stars in the sky: An online algorithm for 
skyline queries. In: Proceedings of the International Conference on Very Large Data Bases 
(2002) 

9. Papadias, D., Tao, Y., Fu, G., Seeger, B.: An optimal and progressive algorithm for skyline 
queries. In: Proceedings of ACM SIGMOD, pp. 467–478 (2003) 

10. Tan, K.-L., Eng, P.-K., Ooi, B.C.: Efficient progressive skyline computation. In: Proceed-
ings of VLDB, pp. 301–310 (2001) 

11. Babcock, B., Babu, S., Datar, M., Motawani, R., Widom, J.: Models and issues in data 
stream systems. In: Popa, L. (ed.) Proc. of the 21st ACM Symp. on Principles of Database 
Systems, pp. 1–16. ACM Press, Wisconsin (2002) 

12. Lin, X., Yuan, Y., Wang, W., Lu, H.: Stabbing the Sky: Efficient Skyline Computation 
over Sliding Windows. In: Proc. 21st IEEE Int’l Conf. Data Eng (ICDE 2005), pp. 502–
513 (2005) 

13. Tao, Y., Xiao, X., Pei, J.: SUBSKY: Efficient Computation of Skylines in Subspaces. In: 
Proceedings of the 22nd International Conference on Data Engineering (ICDE 2006), At-
lanta, GA, USA, April 3-7 (2006) 

14. Yuan, Y., Lin, X., Liu, Q., Wang, W., Yu, J.X., Zhang, Q.: Efficient computation of the 
skyline cube. In: Proceedings of the 31st international conference on very large databases, 
pp. 241–252. ACM, USA (2005) 



C. Tang et al. (Eds.):  ADMA 2008, LNAI 5139, pp. 652 – 658, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Sequential Pattern Mining for Protein Function 
Prediction∗ 

Miao Wang, Xue-qun Shang, and Zhan-huai Li 

School of Computer Science and Engineering, Northwestern Polytechnical University,  
Xi’an, China, 710072 

riyushui@gmail.com 

Abstract. The prediction of protein sequence function is one of the problems 
arising in the recent progress in bioinformatics. Traditional methods have its 
limits. We present a novel method of protein sequence function prediction based 
on sequential pattern mining. First, we use our designed sequential pattern 
mining algorithms to mine known function sequence dataset. Then, we build a 
classifier using the patterns generated to predict function of protein sequences. 
Experiments confirm the effectiveness of our method. 

Keywords: protein function prediction, frequent pattern mining, frequent closed 
pattern, frequent pattern classifier. 

1   Introduction 

One of the problems arising in the analysis of biological sequences is the prediction of 
sequence function. Protein is one of the base substances of organism. Therefore, protein 
sequence function prediction is more important in the post-genomic era.  

Several methods have been proposed for dealing with this problem. One widely used 
class of algorithms employs global string alignment[1]. Using edit operations(e.g. 
mutations, insertions, deletions) and their associated costs, they transform one se-
quence to another. What is sought is a minimum-cost consensus sequence that high-
lights the regions of similarity among the input sequences. However, alignment 
algorithms have several inherent drawbacks. First, the computation is very expensive. 
It is known to be an NP-hard problem[2]. Second, alignment of entire sequences can 
reveal only global similarities; if the sequences under comparison are distantly related, 
it is quite impossible to produce the substantial alignment. 

One way to overcome the difficulty that alignment algorithms met is to focus on the 
discovery of patters shared by the training sequences. Some pattern-discovery algo-
rithms[3] have been appearing in the past few years. Most of the proposed approaches 
proceed by enumerating the solution space, so the efficiency is not very well.  
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Sequential pattern mining is another way to find the patterns, which discovers 
frequent subsequences as patterns in a sequence database. It is an important data 
mining problem applications. The sequential pattern mining problem was first in-
troduced by Agrawal and Srikant[4]. Recently, many previous studies contributed to 
the efficient mining of sequential patterns. Agrawal and Srikant proposed the 
GSP[4] algorithm based on Apriori idea. However, the Apriori idea has its draw-
back. Han et al. proposed the pattern-growth algorithm PrefixSpan[5], which can 
find frequent patterns efficiently. Zaki proposed the SPADE[6] algorithm based on 
vertical data format. The efficiency of these algorithms is not well when dealing 
with bio-dataset. Traditional algorithms for sequential pattern mining have limits 
when dealing with biological datasets. Wang et al. proposed Two-phase[7] algo-
rithm based on dealing with bio-dataset. However, Two-phase algorithm may miss 
some important patterns. 

In this discussion, we present a novel method of protein sequence function predic-
tion based on sequential pattern mining. First, we use JPS[8] to discover the frequent 
patterns. Second, the JCPS[9] algorithm mines frequent closed patterns to reduce the 
redundant patterns. Third, we build a classifier using the patterns generated by mining 
known function dataset to predict function of protein sequences. 

The remainder of the paper is organized as follows: In Section 2, the Joined frequent 
Pattern Segment approach for protein sequence mining, JPS and the closed pattern 
mining method, JCPS, are illustrated. In Section 3, we build a classifier based on closed 
frequent patterns. Through the experimental results and performance analysis, we 
improve the accuracy of our classifier. Our study is concluded in Section 4. 

2   Pattern Mining Problem Definition and Algorithms 

In this section, the joined pattern segment-based sequential pattern mining algorithm, 
JPS and the joined pattern segment-based closed sequential pattern mining algorithm, 
JCPS, are illustrated. 

2.1   JPS Algorithm 

As outlined in Section 1, traditional algorithms for sequential pattern mining have 
limits when dealing with biological datasets. Biology sequence has its own characters. 
Based on these characters, we developed Joined frequent Pattern Segment approach, 
JPS[8], for mining protein sequences. First, the joined frequent pattern segments are 
generated. Then, longer frequent patters can be obtained by combining the above 
segments. The detail of JPS can be found in [8]. 

Using JPS, we can get frequent patterns efficiently. However, JPS may produce 
redundant patterns. For example, we can get pattern (abacda) in two ways. One is to 
combine (ab) to (ac), then combine (abac) to (da). The other is to combine (ab) to 
(acda). Both of them can get the same pattern. How to reduce these redundant patterns 
will be illustrated in the next part. 
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2.2   JCPS Algorithm 

In the last part, we illustrated the JPS algorithm. Because JPS may produce some re-
dundant patterns, we proposed the JCPS[9] algorithm, which can mine the closed pat-
terns. First, the joined closed frequent pattern segments are produced. Then, longer 
closed frequent patterns can be obtained by combining the above segments, at the same 
time deleting the unclosed patterns. The detail of JCPS can be found in [9]. 

The purpose of producing closed patterns is to use them to construct a classifier for 
protein function prediction. So using non-redundant patterns can improve the accuracy 
of classification. 

3   Protein Sequence Function Prediction Based on Frequent  
     Patterns 

In this section, the problem of sequential function prediction method is defined. Then 
we propose a novel ways to predict protein sequential function based on sequential 
closed patterns of each protein function dataset. Based on the characters of protein 
sequence and experimental data, we design a new marking function to improve the 
accuracy of prediction.  

3.1   Problem Definition 

Let D={d1,d2,…,dm}be the whole dataset. (1 )kd k m≤ ≤  is one of the function dataset 
of D. Let kI  be the set of all items in kd , and kY be the class label of kd . A frequent 
pattern rule is an implication of the form kX d→ , where kX I⊆ . A rule kX d→  
holds in kd  with support s if s% of cases in kd  that contain X. 

Our frequent pattern is different from the association rule in classification by asso-
ciation rule mining. The later method deals with the whole dataset which contains all 
different function sub-dataset, in order to improve the accuracy of classification, it must 
have the confidence for each rule. Both support and confidence are absolute data. In our 
method, we produce frequent pattern rules in each function dataset, only use support to 
measure each rule, which is relative data. Using relative data for classification can get 
less effect of each function dataset and more accuracy of classification.  

3.2   Classification by Frequent Patterns 

[10] analyzed some famous algorithms of classification by association rules, the result 
shows that it doesn’t exist an algorithm can classify well all the datasets. The character 
of dataset is important. So we propose some different ways for classification, the best 
method can be got by experiment. 

3.2.1   Best First Rule 
The frequent patterns for classification are closed patterns obtained by JCPS. Using all 
patterns is not well. We use the first best pattern for classification. The ordering is 
defined as follow: 
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1. Support: A rule r1 has priority over a rule r2 if sup(r1)>sup(r2). 
2. Size of antecedent: A rule r1 has priority over a rule r2 if sup(r1)=sup(r2) and 

|r1|>|r2|. 
3. Rule position: A rule r1 has priority over a rule r2 if sup(r1)=sup( 2r ), |r1|=|r2| and r1 

is generated earlier than r2. 

In order to get the accuracy rate of above method, through the experiment data we 
can obtain the data, and by analyzing it to improve our method. All experiments were 
conducted on a 2.6GHz Intel(R) Pentium(R) 4 CPU PC with 512M main memory, 
running Microsoft XP SP2, the experiment of developing algorithms is Microsoft 
Visual C++ 6.0 SP6. The datasets are ten protein sequence families, which can be 
downloaded by PIR(http://pir.georgetown.edu/pirwww/). The dataset is PIRSF000130, 
PIRSF000132, PIRSF000135, PIRSF000136, PIRSF000141, PIRSF000142, 
PIRSF000146, PIRSF000160, PIRSF000170 and PIRSF000180, respectively. 

Table 1 shows the minimum support and minimum length of frequent patterns 
obtain by JCPS in each protein family. The second column of Table 2 shows the ac-
curacy rate of each family(original parameter) by best first rule. From the accuracy rate, 
the whole rate isn’t well. So we improved our method in the next part. 

Table 1. Support and length of each family 

Original Parameter Changed Parameter Family ID 
Minimum 

Support Rate 
Minimum 

Length 
Minimum 

Support Rate 
Minimum 

Length 
PIRSF000130 0.7 5 0.7 4 
PIRSF000132 0.6 4 0.6 4 
PIRSF000135 0.6 5 0.6 4 
PIRSF000136 0.6 5 0.7 3 
PIRSF000141 0.5 4 0.6 4 
PIRSF000142 0.5 5 0.5 3 
PIRSF000146 0.5 3 0.5 3 
PIRSF000160 0.6 5 0.6 5 
PIRSF000170 0.6 4 0.6 4 
PIRSF000180 0.6 4 0.6 4 

3.2.2   Best K Rules 
The reason the accuracy rate is low by best first rule may be the character of 
bio-data. As we know, all organisms are evolved by the original ones. So different 
organism may have the same conserved information, especially ones in the same 
species. If the best rule is the conserved information, the accuracy rate must be 
affected. We choose 5 patterns to construct the classifier. Why choosing 5 can be 
seen in [11].  

The ordering is defined as the same of the best first method order. The marking 
function is chosen by the sum of suitable patterns. The reason why not use average is 
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Table 2. Accuracy of each method 

Best 5 Rules Best 
Rule Accuracy Rate by 

Sum of Support 
Accuracy 
Rate by 
Average 

of Support 

Accuracy 
Rate by Sup-
port*Length 

Family ID 

Original  
Parameter 

Changed 
Parameter 

Original Parameter 

PIRSF000130 0.89 0.93 0.93 0.93 0.98 

PIRSF000132 0.85 0.98 0.60 0.60 0.96 

PIRSF000135 0.96 1.00 1.00 1.00 0.96 

PIRSF000136 0.80 0.91 0.96 0.96 0.96 

PIRSF000141 0.68 0.78 0.85 0.85 1.00 

PIRSF000142 0.59 0.59 0.60 0.60 0.70 

PIRSF000146 0.74 1.00 0.85 0.85 0.85 

PIRSF000160 0.92 1.00 1.00 1.00 1.00 

PIRSF000170 0.95 0.97 0.97 0.97 0.97 

PIRSF000180 1.00 0.94 1.00 1.00 0.96 

Average Rate 0.84 0.91 0.88 0.88 0.94 

different family may have different support. If the pattern with higher support is chosen 
wrongly, the accuracy would be affected seriously. The following experiment can 
prove our choice. The third column and fifth column of Table 2 shows sum marking is 
better than average marking by using the same data of original parameter. 

From the third column of Table 2, we see the accuracy of PIRSF000141 and 
PIRSF000142 is not well. So we changed the support and length of generated by JCPS, 
as is shown in Table 1. The fourth column of Table 2 is the changed accuracy rate, 
which shows the whole accuracy rate is lower, although the rates of these families are 
higher. The reason is the existence of conservation information. The length of pattern 
also affects the accuracy. We improved our ordering method, which considers not only 
the support of pattern, but also the length of it. The ordering is defined as follow: 

1. A rule r1 has priority over a rule r2 if sup(r1)*|r1|>sup(r2)*|r2|. 
2. A rule r1 has priority over a rule r2 if sup(r1)*|r1|=sup(r2)*|r2| and sup(r1)>sup(r2). 
3. A rule r1 has priority over a rule r2 if sup(r1)*|r1|=sup(r2)*|r2|, sup(r1)=sup(r2) and 

|r1|>|r2|. 
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4. A rule r1 has priority over a rule r2 if sup(r1)*|r1|=sup(r2)*|r2|, sup(r1)=sup(r2) , 
|r1|=|r2| and r1 is generated earlier than r2. 

The last column of Table 2 shows the accuracy rate obtained by above method. We 
see the accuracy rate is higher than foregoing methods. It also proved the character of 
protein or other biology sequence, the conservation information affects function clas-
sification seriously. 

4   Conclusions 

We have performed a systematic study on bio-sequence function classification meth-
ods. Instead of traditional methods, we proposed a new prediction model using se-
quential frequent patterns. Compared it to other methods, our method has more 
efficiency. Based on the character of protein sequence, author proposed two 
bio-sequential pattern mining algorithms: JPS and JCPS. The former can get the pat-
terns having more biology characters, the later can reduce the redundant patterns. 
Based on JCPS, we design the protein sequence function classifier. By experiments, we 
constructed more classifier, through the experimental data, we improved our classifi-
cation method to get the better accuracy rate. We also proved the character of conser-
vation in biology.  

There are many interesting issues that need to be studied further, including the im-
provement of ordering method and marking method. Using sequence to predict protein 
function is limited. One protein may have several functions, different condition may get 
different function. In the next step, we will use protein to protein interaction(PPI) map 
to predict protein function. 
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Abstract. This research combines Web snippet1 categorization, clustering and 
personalization techniques to recommend relevant results to users. RIB – Re-
commender Intelligent Browser which categorizes Web snippets using socially 
constructed Web directory such as the Open Directory Project (ODP) is to be 
developed. By comparing the similarities between the semantics of each ODP 
category represented by the category-documents and the Web snippets, the Web 
snippets are organized into a hierarchy. Meanwhile, the Web snippets are clus-
tered to boost the quality of the categorization. Based on an automatically 
formed user profile which takes into consideration desktop computer informa-
tion and concept drift, the proposed search strategy recommends relevant search 
results to users. This research also intends to verify text categorization, cluster-
ing, and feature selection algorithms in the context where only Web snippets are 
available.  

Keywords: text categorization, clustering, personalization, Web searching, 
Web snippets. 

1   Introduction 

The low quality of Web search [1] in terms of recall and precision stems from  

1) the synonymous and polysemous characteristics of natural languages [2];  
2) information overload on the Web [3, 4];  
3) the imperfection of the information retrieval models so far developed; and  
4) the lack of consideration of personal search interests and preferences [5, 6]. 

Text categorization [7] and clustering [8] are predominant approaches used to ad-
dress problems of large amounts of information, and the challenges resulting from the 
polysemous characteristics of natural languages. Text categorization, or supervised 
learning, is the automatic assigning of predefined categories to free documents [9], 
while document clustering, or unsupervised learning, tries to discover groups in a 
document set such that similar documents are grouped together. For text categoriza-
tion, the main issue is that it is expensive to obtain sufficient human edited training 
data. The main challenge for clustering algorithms is that the automatically formed 
cluster hierarchy may mismatch the human mental model [4, 10]. Furthermore, when 
                                                           
1 A Web snippet, returned from search engines, contains only the title of a Web page and an 

optional very short (less than 30 words) description of the page. 
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only Web snippets, which are not as informative as full text document, are available, 
the developed algorithms for text categorization/clustering have not been sufficiently 
verified. This lack of ‘informativeness’ also makes it difficult to judge the relevance 
of these snippets of information, while relevance judgment is at the core of informa-
tion retrieval [11]. 

Personalization is regarded as a promising approach to improve the relevance of 
Web search results because it concerns not only retrieval based on literally relevant 
information, but also a user’s information consumption patterns, searching strategies, 
and applications used [12]. There are two main issues for personalized searching: 
concept drift [13, 14]; and privacy protection [15]. 

To approach the above issues, RIB – Recommender Intelligent Browser is pro-
posed. The main purpose of RIB is to combine text categorization and clustering tech-
niques to address synonymy, polysemy, and information overload problems by  
re-ranking, hierarchically organizing, and ontologically filtering returned Web snip-
pets; to personalize Web search results by means of building a user profile based on a 
reference ontology - “a shared taxonomy of entities” [16] - created from a Web direc-
tory (such as the ODP); and taking search concept drift into consideration. RIB will 
recommend to users the re-ranked relevant results according to the user profile. 

The contribution of this paper is twofold. First, a new approach to boost the quality 
of Web snippet categorization is proposed. The approach first estimates the inter-
similarities between the Web snippets and the semantic of categories of an ontology; 
and then estimates the intra-similarities among the Web snippets to form some clus-
ters which are used to boost the quality of categorization. Second, RIB, a novel Web 
information retrieval approach aims at recommending refined results to users based 
on automatically learned user profiles and ontologically filtering search results. RIB is 
to be developed and its performance in terms of precision is expected to comparable 
with or superior in some way to the results of Windows Live Search API.   

2   Related Work 

Text Categorization. Text categorization automatically assigns predefined categories 
to free documents [9]. Klas and Fuhr [17] use tf-idf weighting scheme [18] and prob-
abilistic retrieval model to classify Web documents under the hierarchical structure of 
Yahoo! Web Directory. The texts of all documents belonging to a category are con-
catenated to form a so-called megadocument. To classify a document, the first n best 
terms (according to their idf values) are selected as a query vector. [19] proposes to 
disambiguate single-term queries by clustering and categorizing Web search results 
based on the meanings of WordNet for the queries.   

The ODP categories are also used to classify Web snippets [10, 20]. The semantic 
aspects of the ODP categories are extracted, and category-documents are formed 
based on the extracted semantic characteristics of the categories. A special search 
browser is being developed to obtain Web snippets by utilizing Yahoo! Search Web 
Service API. Similarities between vectors represent Web snippets and the category-
documents are compared. A majority voting strategy is used to assign a Web snippet 
to the proper category without overlapping. One weakness of the research is while the 
precision is improved, there is a decrease in recall.  
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Web Snippet Clustering. One of the early works on Web snippet clustering is Scat-
ter/Gather [21] which uses a partitional algorithm named Fractionation. It is found in 
the research that search results clustering can significantly improve similarity search 
ranking. Grouper [22] is another example of early work on clustering Web search 
results. Zeng et al. [23] propose the Web snippets clustering problem can be dealt 
with as a salient phrase ranking problem. The Web documents are assigned to rele-
vant salient phrases to form candidate clusters, which are then merged to form the 
final clusters.  

 
Personalization. Pitkow et al. [12] use the information space of the ODP to represent 
their user model. Again using the ODP, [1] creates a user profile according to a refer-
ence ontology in which each concept has a weight reflecting the user’s interest in that 
concept. URLs visited by a user are periodically analyzed and then classified into 
concepts in the reference ontology. Chirita et al. [5] also suggest using the ODP 
metadata and combining a complex distance function with Google PageRank to 
achieve a high quality personalized Web search. Godoy and Amandi [6] propose an 
incremental, unsupervised Web Document Conceptual Clustering algorithm to set up 
user profiles. They use kNN to determine the similarities between concepts in user 
profiles and Web pages. 

3   Conceptual Framework of RIB 

RIB intends to investigate how does the use of Web snippet categorization and per-
sonalization enhance the relevance of Web search results by comparing three sets of 
search results:  

1) the results directly obtained from meta-search engines [24, 25];  
2) the results categorized without considering the clustered results; and  
3) the categorized results refined with clustered results.  

We also want to check to what degree the combination of categorization and clustering 
boosts the performance (in terms of recall, precision, and F1) of Web snippet categoriza-
tion. We compare the categorized results of Support Vector Machines, k-Nearest 
Neighbors , and naïve Bayesian, with and without combining the results clustered by LSI 
[2], k-means [8], and Expectation Maximization clustering algorithms. The conceptual 
framework of RIB is illustrated in Fig.1. Obviously, RIB is not going to simply put all the 
algorithms together that will do nothing better except dramatically increase the computa-
tional complexity. The algorithms are mentioned here because one purpose of this re-
search is to evaluate the effectiveness of the algorithms for Web snippets.  
 
Meta Search Engine. The Meta-search engine obtains search results directly from 
Yahoo! Search Web Service API or Windows Live Search API after an application ID 
is applied. Both search APIs allow developers to retrieve from their Web databases 
directly. For non-commercial licenses, the maximum number of results per query for 
Yahoo! is 100; and Microsoft API can return up to 1000 results. In this research, Win-
dows Live Search API is employed because it provides full-size result sets the same as 
all the popular search engines, providing an opportunity to make a real-word compari-
son between RIB and Microsoft Live Search. 
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Fig. 1. The conceptual framework of Recommender Intelligent Browser 

The Category-Document Extraction and Feature Selection. The ODP is selected 
as a predefined knowledge hierarchy because it is the largest and most comprehensive 
Web hierarchy edited by humans. A category-document is created based on these two 
files [10]. The category-document set extracted from the ODP is refined by feature 
selection algorithms [7, 26] such as χ2, Mutual Information, Odds Ratio, and Informa-
tion Gain [7]. Data from structure.rdf is used to map the ODP knowledge hierarchy to 
a reference ontology, which will represent users’ search preferences. 
 
Categorization/Clustering Algorithms. Lucene [27] is used to calculate similarities 
between documents and queries. A modified k majority voting algorithm has already 
been developed by Zhu [10] and can be used in this research. Naïve Bayesian, and k-
means clustering algorithms are developed using the C# programming language.  

Categorization creates some groups with distinct topics. The number of groups is 
to be used as k for the k-means algorithms because how to decide k is always a non-
trivial problem for k-means algorithms [8]. 

 
User Profile Creation. Desktop computer information, indexed by Google Desktop 
Search SDK, is used to initialize the user profile. For each of the indexed documents, 
the similarities sim (dj, ci) between a document dj in a personal computer and a cate-
gory-document representing a category ci in the ODP are estimated by Lucene. When 
a Web page is visited, the time factor is considered [28]. The impact of concept drift 
will be a weighting factor which represents user search preferences [28]. Let wi be the 
weight of concept ci in the profile, and the width of slide time window is 400, then,  
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Recommender. Search results returned from the meta-search engine are categorized 
into the ODP knowledge hierarchy. Suppose the Web snippets are categorized into 
category ci, and its corresponding category weight in the user profile is wi (i = 1, 2, 
…N). According to the descending order of wi, the corresponding category is recom-
mended to users in the same order. Users can adjust the number of categories to be 
recommended. 

4   Combination of Inter- and Intra-similarities 

Fig. 2. illustrates how the inter-similarity and intra-similarity are combined to boost 
the effectiveness of Web snippet categorization. In Figure 2 (a), there are five catego-
ries labeled as C1 to C5 and five Web snippets labeled from S1 to S5. The five snip-
pets are to be categorized under these five categories. According to the cosine 
similarities between the category-document and the Web snippets, and suppose one 
snippet can only be classified into one category, S1 and S2 are categorized under 
category C3; S3 is categorized under category C4; and S4 and S5 are categorized 
under category C1. Suppose the topic of interest is C3, when that category is selected, 
Web snippets S1 and S2 will be presented to the user. 

 

Fig. 2. Illustration of inter- and intra-similarities of Web snippets [29] 

However, as can be seen from (b) in Fig. 2, the snippets S1, S2 and S3 are also 
similar to each other and will thus form a cluster. It is reasonable to assign category 
C3 to S3 as well. Therefore, to increase recall, one snippet should be allowed to as-
sign more than one categories. That is, when category C3 is selected, snippets S1, S2 
and S3 should all be presented; not only S1 and S2. When C4 is selected, because S3 
and S2 are not in a cluster, only snippet S3 is to be presented. 

5   Experimental Results 

Our early stage experimental data [10] reveal that Web snippet categorization under 
the ODP can improve the relevance of Web search. The experiment uses five am-
biguous search-terms to obtain search results from Yahoo! Search Web Service API, 
the similarity between the Web search results and the ODP category-documents are 
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calculated by Lucene. A majority voting algorithm is used to make a final categoriza-
tion decision. For each search-term, 50 search results are taken into consideration. 
One unique information need is specified for each of these search-terms and one 
search result is classified to one ODP category. The relevance of Web search results 
and the supposed information needs are judged by five human experts. Their judg-
ments are summarized to make the final binary relevance judgment decisions. Be-
cause the Web search results are often categorized into more than one of the ODP 
categories, when estimating precision and recall, two categories with most relevant 
results are selected. The standard 11 points precision-recall curves of the results of 
Yahoo! API, and our categorized results are shown in Fig. 3.  
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Fig. 3. Average recall-precision curve of Yahoo! search results and the categorized results of 
RIB over the five search-terms  [10] 

This early stage experimental result demonstrates that according to the standard 11 
points precision-recall curve, an average 23.5% precision improvement is achieved. 

The limitations of this early stage experiment are: 

1) the ODP categories are not merged, there are 59,000 category-documents corre-
sponding to the huge ODP categories;  

2) document terms are only stemmed; no feature selection algorithms are applied. 
The computational efficiency therefore has scope for improvement. 

6   Future Work 

The next goal is to implement RIB which is expected to address the problems dis-
cussed in the introduction (section 1). Allowance to assign more than one categories 
to one search result can also improve recall of categorized results. 

RIB will obtain 100 Web search results for each of 50 selected search-terms to get 
5000 search results. Around 50 human experts will be employed, they will be divided 
into five groups, and each group will have 500 Web results to judge. In addition to 
relevance judgment, human experts this time will also decide which ODP category a 
result is to be assigned, and consequently give sufficient training and test data for our 
experiments to verify and evaluate the developed categorization, clustering, and feature 
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selection algorithms in the context where only Web snippets are available. The effec-
tiveness of personalization and search concept drift process will also be verified.    

7   Conclusion 

The purpose of this research is to improve the relevance of Web searching by recom-
mend to users with personalized results. A new Web search system, RIB, which com-
bines Web snippet categorization, clustering, and personalization was proposed. RIB 
intended to boost the Web snippet categorization by exploring not only inter-
similarities between Web snippets and category-documents formed by extracting 
semantic characteristics of ODP categories; but also the intra-similarities among the 
returned Web snippets by grouping similar documents into clusters. Users search 
concept drift problem was addressed by adjusting the weighting factor which repre-
sents the users’ search preferences in user profiles. Experimental results so far were 
inspiring; a 23.5% precision improvement was achieved when Web search results 
were categorized under the ODP categorization scheme; and a further boost of Web 
searching is expected with the implementation of RIB.  
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Abstract. Although information visualization technologies are indispensable in
complex data analysis, wide-spread tools still need to be developed, as successful
information visualization applications often require domain-specific customiza-
tion. In this paper we introduce a software framework JSNVA for network visual
analysis in different applications. JSNVA has a clear architecture and supports a
more systematic way of implementing different straight-line graph drawing al-
gorithms which show different networks on different views. JSNVA can be used
as a front-end for visualization and a back-end for analysis in applications, and
it can be customized for different applications. To evaluate JSNVA, we will give
its applications in different graph mining tasks. Through visual analyzing these
networks by different interactive visualization techniques and algorithms, we can
get their underlying structure intuitively and quickly.

1 Introduction

To gain insight into today’s large data resources, data mining extracts interesting pat-
terns. To generate knowledge from patterns and benefit from human cognitive abilities,
meaningful visualization of patterns are crucial [1]. Graph drawing is a conventional
technique for the visualization of relation information. Perhaps the first general ap-
proach to graph visualization framework is proposed by Kamada and Kawai [2]. There
are some famous tools for graph visualization, such as Pajek [3]. There are also some
famous open source visualization frameworks for drawing graphs, such as prefuse [4]
and JUNG (http://jung.sourceforge.net). However, the tools and frameworks mentioned
above are all large programs and their structure is hard to comprehend, introducing new
function into existing frameworks without recoding becomes very difficult.

In order to explore the link relations in real-world networks explicitly, we propose
JSNVA (Java Straight-line Drawing Network Visual Analysis framework), a lightweight
framework for network visual analysis. The goal of JSNVA is to give simple and ele-
gant solutions to analyze real-world networks vividly and intuitively, so we both focus
on drawing graphs and analysis. To evaluate its function, we apply JSNVA to analyze
real-world networks in different large scale data sets and we can get their underlying
structure intuitively and quickly.

This paper is organized as follows: first, we outline graph based visual analysis and
related frameworks in section 2. Afterwards, we discuss the design of our framework,
which especially includes the architecture of JSNVA and the function of each module
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c© Springer-Verlag Berlin Heidelberg 2008



668 Q. Ye, B. Wu, and B. Wang

in section 3. In section 4, we will give the applications by applying JSNVA to analyze
different real-world networks.

2 Design of the Framework

2.1 Straight-Line Drawing

A drawing Γ of a graph G maps a distinct point of the plane and each edge (u, v) of
G to a simple Jordan curve with endpoints u and v. Γ is a straight-line drawing if each
edge is a straight-line segment. In this case the drawing problem reduces to the problem
of positioning the vertices by determining a mapping L : V → R. There are many fa-
mous algorithms are based on the string-line drawing [5,6], especially the ones used for
drawing large networks. In recent years, many algorithms for drawing large networks
automatically are proposed [7] and most of them use straight-line drawing convention.
Considering straight-line drawing convention is widely used in drawing real-world net-
works and well studied, we implement our domain-independent framework with strict
straight-line drawing convention.

2.2 Architecture

A framework is a set of cooperating classes that make up a reusable design for a specific
class of software [8]. JSNVA is written in Java programming language using Java2D
graphics, and it provides a clear framework for graph based visual analysis. JSNVA
draws from pioneering work on drawing graphs and existing system like JUNG, prefuse.
To make JSNVA more flexible, reusable and understandable, we apply some design
patterns in it and divide the framework into different modules based on their functions.
JSNVA is mainly composed of the following modules: Graph, Layout, Render, Engine,
Algorithm and GraphPaint.

Graph Module. The Graph module implements the underlying data structure of the
graph to be drawn or analyzed. The graph data structure can store attributes by different
attribute keys. JSNVA provides both a directed graph interface and an undirected graph
interface for abstract graphs. These graph interfaces enable us to handle general graph
structures, so that we are not restricted to special graph structures such as general tree
or rooted tree structures. In the same time, we can use the graph structures to analyze
real-world network efficiently as a general graph library independent of other modules.

Layout Module. The Layout module is the core module of JSNVA which determines
the positions of vertices under geometric constraints. In this module, developer can
implement different layout algorithms strictly and don’t need to connect them together,
for which can be done in the Engine module. Layout module supplies different drawings
algorithms to map the vertices’ positions of abstract graph to the panel and store the
positions of vertices in the graph structure. JSNVA implements many general layout
algorithms, including forced directed layout [5, 6], radical layout [9] etc.
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Fig. 1. The architecture of JSNVA

Engine Module. The Engine module uses the LayoutHandlers to determine the po-
sitions of vertices under geometric constraints. It plays the same role as the Layout
module, but its function is more powerful and flexible. The Engine interface uses the
different LayoutHandlers which use the Chain of Responsibility pattern [8] to map the
positions of vertices based on the positions mapped by previous handler. As a reason-
able initial layout can produce adequate graph drawings, we divide the layout process
of the Engine into two steps. In the first step, the Engine will place the vertices initially
through the initial handler chain. Then, in the second step, the Engine will place the
vertices repeatedly for visualization.

Render Module. The vertices and edges are drawn by Render module. This module
separate visual components from their rendering methods, allowing dynamic determi-
nation of visual appearances. Changing the appearance of vertices and edges just re-
quires overriding the paint methods in the module. In the Render module there is a
submodule called Assignment module which is used to set visual attributes of the graph
structure, such as size, colors, labels and font etc.

Algorithm Module. The Algorithm module focuses on implementing the algorithms
from graph theory. This module only use the basic graph structure in the Graph mod-
ule, and it is still under development. We have implemented some basic algorithms on
graph theory, such as Dijkstra algorithm, Kruskal algorithm and Prim algorithm etc. We
have also implemented some community detecting algorithms, such as maximal clique
detecting algorithm, GN algorithm [10], K-clique-community detecting algorithm [11].

GraphPaint Module. The GraphPaint module is the top one of the framework, and
it use other modules to draw a network on a panel. In the GraphPaint module there
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is a submodule called Controler module which enables JSNVA to handle interactive
events, such as mouse event, saving images event etc. The GraphViewer is a subclass
of Swing’s JPanel and it can be used in any Java Swing application. The GraphViewer
uses a Scheduler pattern to provide dynamic visualization [12] which updates visual
properties and redraws the network at certain time intervals. At each step of displaying
the graph, the Scheduler in GraphViewer will call the layout method in the Engine
interface or the Layout interface to replace the network and redraw the vertices on the
panel dynamically.

3 Applications

In this section, to evaluate JSNVA, we will use JSNVA to give graphical representation
of the underlying properties of these networks for different purposes.

3.1 Co-authorship Network

Here we build a co-authorship network to investigate kinship patterns, community struc-
ture in it. We get the published papers written by the students and faculty at Beijing
University of Posts and Telecommunications from 1998 to 2004, which are indexed
by SCI, EI and ISTP. There are about 1990 papers in the data set. We extract authors’
names from the files and put the first name before the surname manually and connect
all the authors in each paper together. In the co-authorship network, the size of the gi-
ant component is 1453, filling 87.4% of the total volume. In the following parts of this
paper, we only focus on characters of the giant component. We also get the clustering
coefficient of the network is 0.712 and average length of shortest paths between vertices
is 5.15. All these algorithms are implemented in the Algorithm Module.

Community Detecting. Detecting the relations among communities is also crucial to
the understanding of structural and functional properties of networks, and it is a useful
way to handle information overload to get an overview of the network. There are two
kinds of famous community detecting algorithms to find the clusters in network. One
method is to divide the network into different separated sets of communities, and the
other method is trying to detect sets of overlapping communities.

Separated Communities. Here we set the collaboration times between authors as the
weights of edges, then use the algorithm provided by Newman [13] in the Algorithm
module to detecting community structures in the weighted giant component, which is
implemented in the Algorithm module. Through the algorithm, we get 34 communities
in the component and all of them are in different colors. The thickness of edges in
Fig. 2 indicates the collaboration times between authors and the size of vertices shows
the productivity of authors.

We choose “focus+detail” views to get an overview of the giant component firstly
by using the FR algorithm in the Layout module [5]. After that we choose the largest
community which is in the red circle in Fig. 2 (A) to show the detailed view. Fig. 2
(B) shows the largest community in the giant component. To avoid the graph image
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Fig. 2. (A) Communities in the giant component (B) The largest community in the giant
component

confused by authors’ names, we label some famous authors in the community. We
find some of the authors labeled are professors in the school of Telecommunication
Engineering, while others are in the school of Science. PeiDa Ye is an academician
from Chinese Academy of Sciences and JinTong Lin used to be a student of professor
PeiDa Ye. Both of them are in the Optical Communication Center in the school. Bo-
Jun Yang and XiaoGuang Zhang et al. are professors in the Science school. Although
the authors are from different schools, they are in the same research field of Optical
Communication.

Overlapping Communities. To uncover the stable communities, we will filter the unsta-
ble links in it and link these communities together to show their research fields. First,
we set a threshold of 3 to filter the co-authorship network. After that, We use the k-
clique-community detecting algorithm [11] in the Algorithm module to connect these
highly overlapping cliques in this network. At last, we find 29 4-clique-communities in
the stable network. We find out the most frequent school name in each community to
describe it.

As shown in Fig. 3, the green vertices represent authors from the school of Telecom-
munication Engineering; the yellow ones are from the Science school; the red ones
are from the school of Computer Science; the cyan ones are from the school of Elec-
trical Engineering; the purple ones are from the school of Information Engineering.
Through Fig. 3, we find most of communities are from the school of Telecommunica-
tion Engineering which indicates the main research interest of the university is related to
telecommunication. We can find that the authors from the school of Science are closely
connected with the authors from the school of Telecommunication Engineering because
they are all have a main common research interest in Optical Communication.
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Fig. 3. The institutions of these communities at the university

3.2 Co-citation Network

In this application, we use JSNVA to detect different research areas in article co-citation
network. We use two sets of bibliographic record to build the co-citation networks from
different data sources. One data set we used in is from the data set of CiteSpace [14].
This data set are the bibliographic record on Medical Informatics from 1994 to 2004.
The other data set used contains 3308532 articles and their citations in the field of
life sciences in a Chinese digital library data base from 1997 to 2007. Among these
articles in the Chinese digital library, there are 1585640 articles that contains keywords
and 1689756 articles that contains citation information. We build the article co-citation
networks by connecting the co-cited articles together in each paper. Finally, we can
get a weighted graph, the weights of edges show how many times two articles are co-
cited together. The weighted network reflect inherent characteristics of their content
similarity.

Research Fields. Here, we use the K-Clique-Community detecting algorithm to find
the clustering areas in the co-citation network. We get 5-clique-communities in the
stable network by filtering the unstable links whose weights are less than 4. At last we
get the network shown in Fig. 4 (A). As we can not get keywords in each cited articles
to describe the characteristics of these communities, we use the keywords in the citing
articles to describe the common characters of the clusters. By finding the most important
keywords to summarize the characteristics of these communities, we use the TF×IDF
measure which is widely used in information retrieval to detect the important terms.

As shown in Fig. 4 (A), we can find clearly that: The most important term in com-
munity 1 which is the largest in yellow is “Physician Order Entry”. We find its meaning
in Wikipedia, which is “Computerized physician order entry, or CPOE, is a process
of electronic entry of physician instructions for the treatment of patients”. It is usually
used to reduce medication-related errors, such as adverse drug events. The community
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Fig. 4. (A) The 4-Clique-Communities in the Medical Informatics Co-citation Network (B) The
5-Clique-Communities in the Life Sciences Co-citation Network of Chinese digital library

2 and 6 are mainly about medical terminology, which are neighboring. Two of the most
frequent terms in community 3 are about diagnosis, so we judge that it is mainly about
computer-aided diagnosis. We can also find that community 4 is mainly about mining
data from clinical-data. We speculate that community is mainly about clinical-practice
guidelines and community 5 is about the computer systems used for medical.

We choose the high cited articles in the Chinese digital library data set to form a
co-citation network of Life Sciences. By using the same method, we can get 5-clique-
communities in the co-citation network of the Chinese digital library data set. As shown
in Fig. 4 (B), Community 5 in yellow is the largest community in the network, and it is
related with the topic of stem cell; community 13 is linked with community 5, and it is
also on the topic of stem cell; community 3 and 17 are adjacent , and they are related
with the topic of gastric cancer and tumor etc.

4 Conclusions and Future Work

In this paper we have introduced JSNVA, a lightweight network visual analysis frame-
work for analyzing real-world networks visually. First, we show the architecture of
JSNVA and the function of each module. Second, to evaluate JSNVA, we present two
applications to show its flexibility and performance. In the first application, we try to
analyze the statistical and clustering features of a co-authorship network. By using “fo-
cus+detail” views, we show an overview of the relations between different communi-
ties and the detailed relations between authors in the largest community. After finding
the clustering and labeling the institute names in different stable communities, we can
get an overview of the different research fields of the university and their relations. In
the second application, we try to find different research areas of two large co-citation
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networks in these bibliographic data sets. By using JSNVA, we can explore real-world
networks more intuitively and naturally and this framework can be widely used as a
front-end in different applications.

In the future, we intend to implement more powerful layout algorithms to show even
larger networks, and provide more general algorithms for different applications. We
intend to devote it to open source community in the future.
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Abstract. Information extraction (IE) has been emerged as a novel discipline in 
computer science. In IE, intelligent algorithms are employed to extract the re-
quired data, and structure them so that they are appropriate for query. In most 
IE systems, a web-page structure, e.g. HTML tags are used to recognize the 
looked-for information. In this article, an algorithm is developed to recognize 
the main region of web-pages containing the looked-for information, by means 
of an ontology, a web-page structure and goodness-of-fit χ2 test. After recogniz-
ing the main region, the existing records of the region are recognized, and then 
each record is put in a text file. 

Keywords: semi-structured, DOM tree, ontology, information extraction, 
wrapper, χ2 Statistical Distribution. 

1   Introduction 

Systems which are competent to extract required information out of web pages and 
suggest them to the user in an appropriate format is called information extraction (IE) 
in literature. IE deals with documents with a vast range of formats. The documents 
could be categorized in three classes; non-structured, semi-structured, and structured 
documents. Most web pages are semi-structured with HTML format. Semi-structured 
documents consist of tree-like structured tags, plus free text sentences [8]. A product 
description page, as shown in Fig. 1, provides an example of a semi-structured page. 

As displayed in Fig. 1, a semi-structured page consists of regions such as adver-
tisement bar, search panel, etc. These regions are often unnecessary and users do not 
pay attention to them. In Fig. 1, the useful information of the web-page is enclosed by 
the gray box. In different systems, there are two methods to extract the main informa-
tion on a web-page. In some systems [8], the unnecessary regions are deleted one by 
one, so that the main region is finally recognized. Another method uses intelligent al-
gorithms to recognize the main region from the other ones [2,3,5,6]. 
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Fig. 1. A Semi-Structured Web-Page 

Programs that perform the task of IE are referred to as extractors or wrappers, 
wrapper induction or information extraction systems are software tools that are de-
signed to generate wrappers [4]. IE systems use some methods to generate wrappers. 
In most information extraction methods, the web-page structure (e.g. HTML tags), are 
of great importance. In systems using web-page structure, the main region of the web-
page including invaluable data is recognized by means of different algorithms. In this 
study, the ontology technology is called to develop a system which applies goodness-
of-fit χ2 test to recognize the main region of the semi-structured web-page, and then 
specifies the number of data records in the region by means of a path matching algo-
rithm and finally separates them.                                                                                    

In the following, we will review the related literature in Section 2. Section 3 pre-
sents our suggested architecture, and Section 4 compares our system with former ones 
with a focus on our achievements. The closing section comments on conclusion. 

2   Related Work 

Most IE methods work based on web-page structure. In these techniques, the data re-
cords including looked-for data are of great significance and several algorithms are 
developed to recognize them. In NET [5], first a web-page tag tree is built to recog-
nize data records, and then by means of a post-ordered traverse and matching  
sub- trees, using the tree edit distance method and visual cues, the data records are 
recognized. This method is capable in recognizing nested records too.                              

In Odaies [8], the table tree of the web-page is filtered by means of an ontology in 
some steps, and finally after the deletion of unnecessary regions, the main region of the 
web-page is recognized. This system employs one template for each filter and these tem-
plates are created using a Domain Knowledge Engine (DKE) including the ontology.                      

In MDR[6], to recognize the data records, first the web-page tag tree is formed, 
next the data region and finally the very data records  of the data region are recog-
nized. To recognize the data region of the generalized node, the neighbor nodes which 
have the same parent are recognized and a set of two or more similar generalized 
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nodes with the same parent are recognized as a region. To exclude non-data records of 
generalized nodes, a string matching technique is used for each generalized node.                    

In STAVIES [2], a method is presented that uses the web-page structure to extract 
information. Here, parts of a web-page containing the relevant information are identi-
fied, and then they are extracted by means of a hierarchical clustering technique. In 
this system, the texts in a tree of a web-page are clustered according to the number of 
parents and ancestors, and then a level of the hierarchical clustering is recognized as 
the main region. Next step involves using a new level in hierarchical clustering to 
separate and recognize the data records in the main region.                         

In [3], to recognize the main region, some web pages are compared. Since several 
regions of these pages are identical, and the great difference is centered around the 
main region, the relevant sub-trees of the main region are recognized. 

3   System Architecture 

Our system, OntDRR(Ontology based Data Record Recognition), uses an ontology, 
and χ2 statistical distribution for recognition of the main region of a web-page, and 
also the number of existing records in the region and then extracts them. It works 
based on the web-page structure (DOM tree [7]). The system architecture is illustrated 
in Fig. 2. As shown in the figure, the web-pages are given to the system as input, and 
at the end for each existing record, one text file is generated. For simplicity of record 
separation, one text file is generated for each record. This system would be applicable 
for a large number of domains. All system components are fixed, with the exception 
of ontology which varies for each specific domain.  

Parser 
( DOM generator )

Main Region 
recognizer 

Ontology

Record 
recognizer

Web pages 
DOM tree 

Text files 

           Record 2    Record 1 

WDOM 
generator 

WDOM 
tree 

Main Region 
sub tree 

 

Fig. 2. Architecture of Our Developed System (OntDRR) 

3.1   Ontology 

An ontology includes general terms and concepts (senses) used for describing and 
representing an area of knowledge [9]. Here the ontology is employed to enhance the 
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Fig. 3. Conceptual Model of Book Ontology 

precision and recall. Furthermore, for each domain, its specific ontology is consid-
ered. For example, if the system concerns web pages related to books, the book ontol-
ogy is used. Fig. 3 illustrates a part of conceptual model of book ontology.  

3.2  Generating DOM Tree 

Using a parser, first the DOM tree of a web page is built so that in the following steps 
the related algorithms could be implemented. In building DOM tree, tags such as 
SCRIPTS, COMMENT, etc. which bear no useful text information, are ignored to 
raise algorithm precision. With respect to the nested structure of web-pages, a tree 
could be created for each HTML page. A sample of such tree corresponding to a web-
page, previously represented in Fig. 1, is shown in Fig. 4(a). 

3.3   Generating WDOM Tree 

Definition 1. Weight of leaf nodes in DOM tree: The weight of one leaf node is equal 
to the number of keywords (attributes) related to domain that are in the  node.       

Weight of non-leaf nodes in DOM tree: The weight of one non-leaf node is the sum of 
weight of children.   

Relying on the definition 1 the weight of different nodes of the DOM tree is calcu-
lated, and then the Weighted Document Object Model (WDOM) is created. For ex-
ample, considering the number of underlined keywords on the web-page, shown in 
Fig. 1, and DOM tree on Fig. 4(a), the corresponding WDOM tree can be illustrated 
in Fig. 4(b). The figures written on nodes imply the nodes' weights that are calculated 
based on discussed definitions.  

3.4   Recognition of Main Region of Web-Page 

Main region is a contiguous region in web page that contains the information to be ex-
tracted. The following observations will help us recognize the main region. 

Observation 1. In the main region of web-page, the domain specific attributes are ob-
served, and compared with other regions, their frequency tends to be higher.         

Observation 2. In the main region of semi-structured web pages, there are at least two 
records with identical structure and content.   
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Fig. 4. a) DOM Tree corresponding to web page on Fig. 1 b) WDOM Tree corresponding to 
DOM Tree on Fig. 4(a) 

Observation 1 helps us recognize the sub-tree of main region of web-page on 
WDOM. Doing so, using statistical methods are encouraged. As of Observation 2, in 
the sub-tree of main region, it is estimated to have at least two sub-branches with 
nearly the same weight. In other words, the weight of children in the main region root 
can be identically distributed. The best statistical criteria to recognize the root of main 
region of a web page is goodness-of-fit χ2 test.                   

As shown in formula (1), Pearson χ2 statistic is used in χ2 goodness-of-fit test[1]. In 
this formula, ei  is the expected  frequency of i-th , oi is the observed frequency of  
i-th , and Vk is Pearson χ2 statistic.                            

 

∑
=

−=
k

i i

ii
k e

eo
V

1

2)(  (1) 

  
In other methods for the main region recognition, introduced in Section 2, only 

web-page structure is under focus. In works such as[2], [5] and [6] only web-page 
structure, i.e. tag tree or DOM tree is considered, and the web-page content is ignored. 
In our developed method, in addition to the web-page structure, its content is also 
considered. In other words, the main region is recognized conceptually. The proce-
dure starts from the tree root, and χ2 test is performed level by level until the sub-tree 
root of the main region is found. First the tree root is considered as the current node. 
If the number of children of this node is more than one, χ2 test will be performed on 
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the current node children. If the result is higher than the expected value in χ2 distribu-
tion table, it means in that level the nodes' weights (wi) are not expected and the 
model's goodness of fit will be rejected with α value. Hence, the algorithm goes to  
the lower level with a heaviest node, and the procedure is continued until the result of 
the χ2 test is lower than the expected value in χ2 distribution table. Otherwise, if the 
number of this node is one, a level lower in the tree will be considered. However, if 
the number of children is not one, then the current node is considered null and the tree 
traverse stops.  When the tree traverse is stopped, the current node is returned as the 
main region root. In goodness-of-fit χ2 test, α is type I error.   

3.5   Recognition of Main Region Records 

As mentioned earlier, the records of web-page main region have similar structure and 
content. By means of this observation and a path matching algorithm it is possible to 
recognize the main region records and put each one in a separate text file. To do so, 
this algorithm is used: (1) If the main region root is null, it means the structure of 
web-page is not appropriate and the algorithm terminates, otherwise, the algorithm 
carries on from second step, (2) All existing paths in the main region whose origin is 
one of the root children found in the former step, and whose destination is one of text 
leaf nodes having value, are generated from left to right. The path nodes do have 
weight; (3) The first path is taken as the candidate path and is compared with other 
paths whose origin node weight is the same. This decreases the number of compari-
sons. Likewise, other paths which are matched with the same path in HTML tags and 
nodes' weight are searched; (4) If another path is not found, the path is ignored. The 
reason lies in the fact that at the first and end of main region, usually there are paths 
that do not belong to any record and if a path belongs to a record,  it should be re-
peated equal to the number of records (at least twice) in the main region. As such, the 
next path will be taken and algorithm shall be repeated. If there is one or more than 
one matching for one path, then the count of candidate records equals the count of 
matching plus one. Therefore, the texts between the candidate path and the first 
matched path would be regarded as the first record, the texts between the first and 
second matching would be considered as the second record, etc.   

4   Evaluation and Results    

Here the developed system is evaluated and compared with MDR [6] system. Table 1 
illustrates the results. In this experiment, web-pages are selected from 15 web sites on 
various domains, e.g. digital camera, books, laptops, etc. By processing web pages 
and extracting items, we generate the ontology manually. 

We use the standard measures of precision and recall to evaluate the results from 
different systems. To calculate the recall, formula 2 is used, and formula 3 is used to 
calculate precision.   

FNTP

TP
recall

+
=  (2) 

FPTP

TP
precision

+
=

 
(3) 
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Table 1. Comparison between OntDRR and MDR 

Records OntDRR MDR RECALL % PRECISION % 
Site  (.com) Count Found Corr. Remarks Found Corr. Remarks OntDRR MDR OntDRR MDR 

Shopping.yahoo 15 15 15  15 15  100 100 100 100 
authorhouse 10 10 10  10 10  100 100 100 100 
cokesbury 20 20 20  26 20 in 4 reg 100 100 100 76.9 
bookpool 10 2 0 all_in_1* 17 10 in 2 reg 0 100 0 58.8 
bookshopofindia 10 10 10  24 10 in 5 reg 100 100 100 41.7 
abebooks 4 4 4  4 4 in 2 reg 100 100 100 100 
artbook 10 3 3 * 9 9 in 3 reg 30 90 100 100 
amazon 14 14 14  14 0 in 2 reg 100 0 100 0 
nikon 11 11 11  0 0  100 0 100 0 
jstore 7 3 3  0 0  42.9 0 100 0 
akcart 12 12 12  0 0  100 0 100 0 
Jvc 4 4 4  12 3 in 4 reg 100 75 100 25 
sangestersbook 7 11 1 split* 6 6 in 3 reg 14.3 85.7 9.1 100 
byubookstore 5 5 5  5 5  100 100 100 100 
skyxlaptopstore 2 6 0 split* 2 2  0 100 0 100 

TOTAL 141 130 112 144 94 72.5 70 80.6 60.2  

In the above formula, TP is the number of records that exist in the main region and 
are recognized correctly, and FN is the number of records that exist in the main region 
and are not recognized, and FP is the number of records that do not exist in the main 
region but are recognized as records. 

Before further discussing the experimental results, we first explain the problem de-
scriptions used in the table 1:  
All_ in_1: It means that all data records are identified as 1 data record. 
split :  This means  that  correct  data  records  are  split  into smaller ones, i.e., a data 
record is not found as one but a few. 
*: The main region is recognized correctly but data records are not recognized  
correctly. 
in n reg: The data records are recognized as n data region. 

As shown in Table 1, recall/precision of our developed system is higher than that 
of MDR system. The reason is obvious. MDR recognizes the data records only based 
on the web-page structure, while in our suggested algorithm the content of web-pages 
is considered too. 
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Fig. 5. a) Results of MDR with Different Thresholds b) Results of OntDRR with Different 
Type I Errors 
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The results of MDR system with different thresholds are shown in Fig. 5(a). As 
shown in the Figure, the best result is related to the threshold of 45%. The results of 
OntDRR system with different type I errors are also shown in Fig. 5(b). As it shows 
the best precision and recall are connected with 0.025. 

5   Conclusion and Future Work 

The web IE systems are currently expanding to let users access the needed informa-
tion in a quick and accurate way. In most of these systems, first the web page main 
region is found and then the information is extracted. The more exact this region is 
identified, the higher is the final precision of the system. To enhance the system pre-
cision, an ontology is employed to follow the process conceptually. The goodness-of-
fit χ2 test is also used in recognizing the main region of the web page, and then data 
records of the main region are recognized by means of a matching algorithm. This al-
gorithm can be used as a component of a conceptual-based IE system.    
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Abstract. There are a lot of pages on internet that are generated dy-
namically by the back-end database and the traditional searching engines
can’t reach these pages, which are called Deep Web. These sources are
structured and provide structured query interfaces and results. Organiz-
ing structured Deep Web sources by their domain can let users browse
these valuable resources and is one of the critical steps toward the large-
scale Deep Web information integration. We propose a new strategy that
automatically and accurately classifies Deep Web sources based on the
form link graph, which can be easily constructed from web forms, and ap-
ply Fuzzy partition technique which is proved to be better suited for the
features of Deep Web. Experiments using real Deep Web data show that
our approach provides an effective and scalable solution for organizing
Deep Web sources.

Keywords: Deep Web, Form Link Graph, Fuzzy Partition.

1 Introduction

Exploring the huge amount of online databases is a hotspot which researchers
pay more attention to, the research on Deep Web is rather prevalent. The initial
concept of Deep Web is proposed by Dr. Jill Ellsworth in 1994, it is the web
page whose content can’t be discovered by general search engine [1]. Deep Web
contains a great deal of available information, whose value is far more than that
of static web in the Surface Web. The structured query interfaces are usually
served as the only entry points of Deep Web. However, searching for the right
Web database in the Deep Web can be very challenging, because huge irrele-
vant information may impact information retrieving effect seriously. Since Deep
Web is large scale, dynamic and heterogeneous, manual search manner can’t
satisfy the requirement of user’s needs at all. Hence, only realizing efficient clas-
sification management on Deep Web, can it make us retrieve information more
conveniently.

Heterogeneity and autonomy of Deep Web source have brought several chal-
lenges in large-scale data integration. Firstly, it needs a scalable solution which
could process and organize the query interfaces automatically for users’ query
demands. Second, query interfaces’ schemas are not uniform and content is hid-
den to users and hard to retrieve, so we need a strategy to extract relevant
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domain schema information automatically. In addition, heterogeneity of Deep
Web makes many attributes crossing several domains, so there may be some
uncertainty in schema matching.

To identify relevant forms as belonging to a domain, there are two general
methods of Form classification on query interface: Pre-query and Post-query.
Post-query is based on keywords, which uses probe queries and the retrieval
results to identify content belonging to a domain to accomplish classification.
Keyword-based query interfaces are easy to fill out automatically, but they have
little information relevant to domain. And it is hard to apply to structured multi-
attribute interfaces, because it can’t fill out structured query form automatically.
On the other hand, Pre-query relies on visible features of forms, and classifying
or clustering is based on attribute features of forms. Deep Web interfaces have
some indicative features and well-defined structures. There are some differences
in structures and attributes among interface forms, but many similar aspects are
still existed among the query interfaces of the same or similar domains. It brings
us an effective method that making use of attribute features of forms to classify
heterogeneous source.

In this paper we describe a new framework-Form Graph Clustering (FGC) for
organizing Deep Web sources by using Pre-query method and Fuzzy Clustering
Method (FCM). As far as we know, our work is the first to take such data model
to Deep Web research, and our approach is scalable and accurate. Form Section
2 to Section 4, we discuss the frame realization. An extensive experiment, using
real Web data, is discussed in Section 5. The results prove that our approach is
beneficial to large-scale Deep Web integration.

2 Form Link Graph Definition

Since the heterogeneity and autonomy of Deep Web, the whole Deep Web could
be formally expressed to be a graph model with heterogeneous multiple relation-
ships. The node in the graph denotes query interface form, the line denotes the
relation between relevant query interfaces, and relative weight is used to denote
the similarity between them. The form link graph model could be expressed
abstractly to be an undirected graph G = (V, E), which is composed of nodes
denoted by V and lines denoted by E, the line is an undirected.

We depict the form set as a weighted undirected graph. The weight of line in the
graph could be measured by matching degree between schemas of two attribute
sets. Traditional schema matching technique is based on binary value logic and ex-
act data tools, which can’t describe some uncertain situations. In fact, the Web is
an uncertainty circumstance, but traditional data integration system didn’t con-
sider uncertain factors. With the Fuzzy set theory proposed by Zedeh [2], it sup-
plies theory foundation for uncertain matching, people could use probability to
depict uncertain events and make uncertain calculations. Given two query inter-
face forms’ attribute sets, which are denoted as Fs = {(l1, v1), . . . , (ln, vn)}, and
Ft = {(l′

1, v
′

1), . . . , (l
′

m, v
′

m)}. Create the matching relation between Fs and Ft
based on probability in the form of triple (Fs, Ft, ω), ω denotes the probability
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(i.e. match degree) between Fs and Ft, which is a relative weight between two form
nodes. It has improved the traditional method that only using 0 or 1 to denote the
relation between two schemas.

According to above description, we may analyze of Deep Web source cluster-
ing in real uncertain circumstance objectively. Thus, the Deep Web query inter-
face form link graph could be expressed as G = (V, E, W ), V = {F1, . . . , Fn},
W = {ω1, . . . , ωm}, Fi denotes query interface form, and omegaj denotes relative
weight between two forms.

3 Form Link Graph Construction

Because of the heterogeneity and autonomy of Deep Web, vast Web source refer
to multiple domains. In a special domain, similar forms are on the same topic.
It could be depicted to a construction process of a Web graph model abstractly,
and then we could mine the relevant features on the Web, discover and exploit
multiple domain topics hidden in the Deep Web.

3.1 Form Features Extraction

Query interface forms are served as the effective way for our research on Deep
Web classification. Large differences and heterogeneity exist among interface
form schemas with respect to different domains. However, form schemas in simi-
lar domains are rather singular, there are some similarity among relevant forms,
so they provide us abundant structured features and content information.

The interface forms which returned by Form-Focused crawler may contain
some irrelevant interfaces in other domains. They bring much inconvenience to
information retrieval. For example, in Fig.1, the two forms were retrieved by the
Form-Focused Crawler to find rental car search forms, but neither belongs to
the target rental car database domain-one is a hotel search form and the other
is a airfare search form.

Fig. 1. Searchable forms obtained among car rental related Web pages

To locate and retrieve multiple domain sources effectively, we cluster the struc-
tured query interfaces. It contains multiple attributes, including some meta-data
and special data with respect to some domain. Generally, a query interface is
a web form in HTML. Form controllers could be classified into three kinds:
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INPUT controller, SELECT controller and TEXTAREA controller. Query in-
terface could be formally defined as F = {a1, . . . , an}, ai denotes the controller
attribute on forms. Each controller has corresponding describing Label, and each
controller has one or more than one value. Usually, a controller and its relevant
label constitute an attribute. The Label could be treated as an attribute name,
and the form controller could be treated as attribute value. So a query interface
could be formally described as F = {(L1, V1), . . . , (Ln, Vn)}, Li denotes label
value, and Vi = {Ej, . . . , Ek} denotes one or more than one controller corre-
sponding to a label.

Query interface extraction only focuses on relevant semantic information, in-
cluding label extraction and form controller extraction. Form controller extrac-
tion contains controller name and controller value, including INPUT, SELECT
and TEXTAREA in < Form >. Other appearance attributes are eliminated.

Query interface feature set is a multiple dimension space. We construct large
amount of features to be feature spaces on Labels and Values. Firstly, extracted
labels and values are constituted respectively to be Label Space (LS) and Value
Space (VS); Second, constitute a corresponding feature vector for each form
feature set in LS and VS; Finally, constitute three similarity matrics: LableMa-
trix, ValueMatrix and LableValueMatrix by comparing similarity among vectors.
During the process of label comparison, use the same feature terms’ quantity to
evaluate, and make standardization.

SimL(F1, F2) =
sw

len
(1)

where sw denotes the quantity of same Labels between F1 and F2, len denotes
the length of F1’s vector, the division of the two could standardize the similarity.

Value and Label&Value’s similarity comparison could use vector similarity
function. SimLV (F1, F2) is similar to SimV (F1, F2).

SimV(F1, F2) =
∑n

k=1 W1k ×W2k√
(
∑n

k=1 W 2
1k) · (

∑n
k=1 W 2

2k)
(2)

3.2 Form Link Graph Creation

Merge the above three matrics in the feature space organically, weighted sum up
the similarities to produce a relative weight between every two associated query
interfaces. According to the construction method of a weighted link graph, make
each query interface to be a node in the graph, and create an undirected line
between every two similar query interface nodes, so the similarity between the
nodes could be treated as a weight of the line.

ω = ω1 ∗ SimL(F1, F2) + ω2 ∗ SimV(F1, F2) + ω3 ∗ SimLV(F1, F2) (3)

where ωi denotes the weight distributed to every similarity, and one of them may
not equal to each other, ωi ∈ [0, 1]. We will discuss how to choose proper ωi in
the experiment.
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To make sure the superiority of our approach’s capability, we set a threshold
for creation of line. If the weight is more than or equal to the threshold, then line
could be created. The form set could be denoted as a triple (Fs, Ft, ω), Fs and
Ft denote two relative forms, ω denotes the weight between two relative forms.
At last, depict the query interface link graph formally in the form of adjacency
list.

4 Form Link Graph Clustering

On the basic of proper feature space, constitution of feature matrics provides a
data source for the form link graph partition. Strict feature choice and filtration
make form partition more precise, and Graph Mining technique is introduced to
provide a new approach for domain topic discovery, which improve the traditional
method.

Traditional partition method distributes every object into a certain class strictly
whose membership is either 0 or 1. This strict partition doesn’t reflect uncertain
membership between object and class exactly. Ruspini has firstly proposed ana-
lytic Fuzzy clustering algorithm [3], and Bezdek has introduced weight exponent
in the membership function in the extended Fuzzy clustering algorithm, and in-
troduce information entropy into target function of C-means algorithm [4]. This
Fuzzy theory also could be applied to form link graph clustering.

FCM algorithm distributes n vectors xi into c fuzzy clusters, and calculates
each cluster center to minimize target function. FCM target function could be
defined as:

Jm(u, v) =
n∑

k=1

c∑
i=1

(uik)md(xk, vi) (4)

where
∑c

i=1 uik = 1,uik ∈ (0, 1),∀k, d(xk, vi) = ||xk − vi||2,m denotes fuzzy
weight exponent, 1 < m < +∞. In order to minimize the target function, clus-
tering center and membership could be expressed as following:

vi =
∑n

k=1 um
ikxk∑n

k=1 um
ik

(i = 1, 2, . . . , c) (5)

uik =
1∑c

j=1(
dik

djk
)1/(m−1)

(i = 1, 2, . . . , c; k = 1, 2, . . . , n) (6)

FCM has a virtue of simple calculation and high speed, and has an intuition-
istic geometry value. In addition, entropy

∑n
k=1

∑c
i=1 uiklog(uik) is introduced

into target function, create a Fuzzy Clustering algorithm on the basic of max-
imum entropy, and introduce a Lagrange multiplier λ [5]. Target function is
depicted formally:

J =
n∑

k=1

c∑
i=1

um
ikdik + λ−1

n∑
k=1

c∑
i=1

uiklog(uik) (7)
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We extract feature vector set from query interfaces, and use the above FCM
algorithm cluster the vector set by domain. According to the principle that forms
in similar domain have similar Labels and content, and the quantity of Label in
the same domain tends to stabilization along with the increment of form quantity.
There are also many differences of Labels and content among different domains.
Input the form link graph in the form of adjacency list, and standardize the weight
of lines. Finally, some cluster of forms can be got by using FCM. We identify the
robust capability of FCM in the Deep Web source clustering based on a query
interface form link graph, and get a better cluster effect.

5 Experiment Evaluation

In this section, we discuss and verify the validity of the new FGC approach
through strict experiment. We verify the rationality of form link graph model,
then identify the practicability of FCM algorithm in the form link graph
clustering.

5.1 Experiment Setup

Database Domains. In order to evaluate the validity of our solution of clus-
tering Deep Web source based on a query interfaces link graph, we selected 524
Deep Web query interface forms from the UIUC Web Integration Repository,
referring to eight domains (see in Table1). These forms are based on multiple
attributes, apparently, the more similar terms between forms, the more similar
they are.

Table 1. Deep Web query interface forms set

Domain Airfare Automobile Book CarRental Hotel Job Movie Music

#ofForms 47 105 69 25 46 53 118 79

After obtaining a plentiful dataset, we extract form features by rules. Then
execute schema matching calculation based on probability for the similarity be-
tween forms’ attributes. At last, get a large experimental dataset.

Performance Metrics. We introduce Entropy and F-measure to evaluate the
capability of our experiment. Apparently, the less Entropy value is, the smaller
out-of-order probability the dataset has. That is to say, the more regular and se-
quential the dataset attributes are, the better clustering effect is. The F-measure
provides a combined measure of Recall and Precision. Generally speaking, the
higher value of F-measure, the better effect of clustering.



Organizing Structured Deep Web by Clustering Query Interfaces 689

5.2 Effectiveness of FGC

Our FGC method’s validity depends on the construction of data model and how
the clustering method realizes partition on the data model. In order to identify
FGC validity, we make a strict experiment by using FCM method, based on
the above rules, evaluate experiment results, and compared with K-means and
DBSCAN, according to measure of Entropy and F-measure.

Table 2. Evaluation of Deep Web source clustering results

Algorithm FCM K-means DBSCAN

Domain Entropy F-measure Entropy F-measure Entropy F-measure

Airfare 0.21 0.91 0.23 0.88 0.21 0.90
Automobile 0.25 0.87 0.30 0.84 0.24 0.88
Book 0.19 0.89 0.21 0.87 0.18 0.88

CarRental 0.16 0.92 0.34 0.83 0.37 0.81
Hotel 0.15 0.93 0.19 0.92 0.23 0.85
Job 0.20 0.90 0.24 0.89 0.31 0.87
Movie 0.54 0.77 0.58 0.74 0.61 0.76
Music 0.56 0.79 0.63 0.72 0.64 0.70

Experiment results show that, using FCM algorithm to cluster Deep Web
source by query interface features could get a better effect. F-measure of our
solution is high, varying form 0.77 to 0.93, which is a little better than K-means
and DBSCAN. And we also find that F-measures are varying in a small range
among different domains (see Table 2). This is because every domain has dif-
ferent structured characteristics, the number of special features with respect to
domain is more or less, some of which is homogeneous, but some are very hetero-
geneous. In a word, our solution provide an effective and general mechanism to
automatically clustering online databases, and produce an considerable practical
value for real research and practice.

6 Related Work

Reasonable organization of Deep Web source contributes an immeasurable bene-
fit to Deep Web information retrieval and large-scale data integration. More and
more researchers pay attentions to Deep Web source organization. Many classi-
fying and clustering methods have been applied to Deep Web research. Plentiful
multiple features in the query interface help researchers organize huge amount
of hidden information behind query interface easily. B.He proposed a hierarchy
classification approach of Deep Web sources in terms of query interface schema
information. A kind of effective classification approach towards widely used e-
commerce Web databases by clustering manner are proposed by Q.Peng [6].
H.He proposed WISE integration approach to realize query interfaces integrate
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automatically [7]. And many schema mapping and matching approaches are pro-
duced. X.Dong proposed a schema matching approach based on probability to
solve uncertainty problem in schema mapping [8].

7 Conclusion

This paper proposes a new frame for Deep Web source organization automati-
cally. Through analyze the form features of Deep Web query interface, extract
relevant semantic features, and consider the uncertain factors in schema match-
ing to construct a form link graph. Finally, apply FCM algorithm to cluster the
form link graph. Experiment indicates that, this strategy receives a good effect.

In short, the FGC method supplies an efficient way for Deep Web source orga-
nization researches, and make the information retrieval approach more effective
and convenient. The researches on Deep Web are continuing and further. Comb-
ing ontologies will help us further improve the clustering capability on Deep Web
source, which need us pay more attention to.
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Abstract. The taxonomy(is-a hierarchy) data exists widely in retail, geography, 
biology and financial area, so mining the multilevel and generalized association 
rules is one of the most important research task in data mining. Unlike the 
traditional algorithm, which is based on Apriori method, we propose a new CBP 
(correlation based partition) based method, to mine the multilevel and 
generalized frequent itemsets. This method uses the item’s correlation as 
measurement to partition the transaction database from top to bottom. It can 
shorten the time of mining multilevel and generalized frequent itemsets by 
reducing the scanning scope of the transaction database. The experiments on the 
real-life financial transaction database show that the CBP based algorithms 
outperform the well-known Apriori based algorithms. 

Keywords: Generalized frequent itemsets, Generalized association rules, 
Correlation, Cluster. 

1   Introduction 

Association rule mining [1] is one of important tasks in data mining. Over the last 
decade, many efficient algorithms [2],[3] have been proposed. Unlike the single level 
data, the taxonomy data reference to the items such as the “wheat bread” belongs to 
“bread”, and “bread” belongs to “food”. The research of mining multilevel and 
generalized association rules usually has two directions. One direction is to generate the 
association rules called generalized association rules (GAR) from all the items 
including the generalized items. It was first introduced by R. Srikant and R. Agrawal 
[4]. Another direction is to generate the association rules only on the same level of 
taxonomy data from top to bottom. It was first introduced by Jiawei Han and Yongjian 
Fu [5]. Recently, cluster based method applied in some algorithms [6] for mining 
generalized frequent itemsets and achieved good performance. But the major limitation 
of these algorithms is that they divide the transaction database into static cluster table 
by the different length of items in transactions and it still spends a lot of time on 
scanning the whole transaction database for many times.  

In this paper, we present a new efficient and flexible CBP method. It partitions the 
transaction database into several smaller transaction databases level by level using the 
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correlation of items and makes the algorithms more efficient by reducing the time of 
scanning the transaction database. The paper is organized as follows. Section 2 is 
problem statements. In section 3, the CBP theory and method is proposed. In section 4, 
we give the implement of CBP_GAR and CBP_MAR. In Section 5, we compared our 
algorithms with the well-known algorithms. The study is concluded in the last section, 
along with some future work. 

2   Problem Statement 

Besides the taxonomy data in retail data, the financial transaction data we studied also 
has the taxonomy structure in Figure 1. The transaction code, which has 4 bits, has the 
naming convention. The 0*** represents the first digit of transaction code, which 
means the personal transaction. The 01** represents the first two digits of transaction 
code, which means the personal transactions of credit card. The 015** represents the 
first three digits of the transaction code, which means the personal transaction of credit 
card query. The leaf node 0154 represents the complete transaction code, which means 
the personal transaction of query the balance of a credit card.  

Suppose transaction database D={t1,t2,…,tn}， ti is any single transaction, and 
itemsetsI={ I1,I2,…,Im }，Ia is a subset of I. Figure2 is an transaction database according 
to Figure1. 

       

Fig. 1. A multilevel financial transaction tree              Fig. 2. A financial transaction database 

Definition 1 Multilevel Taxonomy Tree (T). We use the DAG=(V，E) to depict. V is 

the set of all item nodes, E is the set of all edges, and V0 represents the root node, each 

node represents an item. For any simple path P=(v0,v1,…,vn), then: 

(1) vn-1 is the parent item of vn，noted parent(vn). In contrast, vn is the child item of 

vn-1，noted child(vn-1). 

(2) v0，…,vn-1 are the ancestor items of vn,  noted ancestor(vn). In contrast, v1,…,vn are 

the descendant items of v0 , noted descendant(v0). 
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(3) The item without child item is called leaf item, the node except root and leaf items 

are called interim or generalized items. 

(4) The subtree x noted as: G＇=(V＇,E＇), V＇is the set of x and their descendants,  

E＇is the set of edges between x and all the items of its descendants. 

Definition 2. The support (A) equals to |DA|/|D|, where |DA| is the number of 

transactions containing pattern A in D. The confidence (A=>B) equals to P(B|A), 

which means the probability that pattern B occurs when pattern A occurs in D.  

Definition 3. Pattern A is frequent in D if |DA|/|D| is greater than σ, where σ is the 

minimum support threshold. A rule A=>B is strong if P(B|A) is greater than φ, where φ 

is the minimum confidence threshold. In this paper, we use the uniform σminsup and  

φmincon for the whole taxonomy tree.  

Definition 4 Association Rules in Taxonomy 

(1) Generalized association rules (GAR): {A => B | A,B∈T, A∩B= Φ, 

and(¬∃item1∈A，¬∃ item2∈B, ancestor(item1)=item2 or ancestor (item2)=item1）, 

and（∃item1∈A，∃item2∈B, depth(item1)≠depth(item2)} 

(2) Multilevel association rules (MAR):{A => B | A, B∈T, A∩B= Φ, B≠Φ, and 

(∀item1∈A, ∀ item2 ∈B, depth(item1)= depth(item2)} 

3   Item Correlation Theory 

3.1   The Definition of Items’ Correlation 

Definition 5 Leaf item-leaf item correlation. If leaf items A and B (A, B∈T) never 

occur together (or support(A, B)<σminsup) in any transaction, then we call A and B are 

weakly related.  

Definition 6 Generalized itemsets(g-i)-generalized itemsets(g-j) correlation. if g-i 

and g-j never occur together (or supp(g-i, g-j)<σminsup) in  transaction database D, then 

we call g-i and g-j are weakly related.  

Definition 7 The value of correlation between 2 generalized-items  

| | | |

( , )
| | | | | | | |

i j i j

i j i j i j

g g g g

i j

g g g g g g

D D D D

cor g g
D D D D D D

∩ ∩
= =

∪ + − ∩

 (1) 

The value of correlation between 2-generalized items implies the degree of 

overlapping, and closely related with their support. It is easily we get that:  
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Definition 8. A set of correlated generalized itemsets are called a item-cluster. 

Definition 9. The value of correlation between 2 item-clusters we use the idea of a 

hierarchical clustering algorithm for categorical attributes [7]: 
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The links[Ci,Cj] means the sum of all the element correlation of cluster Ci and Cj,  

,
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To deal with outlier, we set f(θ)=(1-θ)/(1+θ).  

3.2   Property of Items’ Correlation 

Theorem 1. If generalized itemsets g-i and g-j are weakly related. Then any 

descendants of subtree rooted with g-i and g-j are weakly related. 

Theorem 2. If the generalized itemsets g-i and g-j are weakly related. Then g-i and g-j 

cannot form frequent itemsets. 

Corollary 1. If generalized itemsets g-i and g-j are weakly related. Then any 

descendant of subtree rooted with g-i and g-j cannot form frequent itemsets. 

3.3   The Main Idea of CBP Method 

Step 1 Locating. The partition work usually starts from the second level of the 

taxonomy transaction tree. (And it can start from any level). 

Step 2  Preprunning. For each generalized item of second level, the 1-itemsets are 

generated firstly, and then we delete all the descendant of the items from the transaction 

database, which are not frequent. 

Step 3  Clustering. For the frequent itemsets of second level, we use the formula (1) 

and (3) to calculate the correlation of items or clusters and use hierarchical clustering 

method to get several clusters of itemsets C1,C2,C3,…,Ck.                                        
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Step 4  Partitioning and pruning. According to the result of the clustering, we 

partition the transaction database D into several smaller transaction databases 

D1,D2,D3,…,Dk and pruning each Di with only items in Ci left. 

Through repeating the step 1 to step 4 from the second level to the upper leaf level of 

the multilevel transaction tree, the original or the partitioned transaction databases are 

partitioned into some smaller transaction databases. 

4   Algorithms Based on CBP Method 

4.1   Algorithm CBP_MAR-Mining the Multilevel Frequent Itemsets 

Input:  D(1)- The original transaction database; MinSupport- Minimum support for all 

the levels; MinCluster- The supposed cluster number; θ-The adjusting parameter of 

cluster algorithm; 

Output: LL(l)-The multilevel frequent itemsets of level l. 

1) Push D(1) into Dstack; l =1; push l into FStack; 

2) do {Pop up D from DStack; Pop up l from FStack; 

3)      if (l =MaxLevel){Pop up L(l -1,1) from KStack; 

4)         Get_frequent_1-itemset L(l,1); 

5)         if (!L(l,1).isEmpty) { 

6)           Apriori_gen L(l,k) until L(l,k-1) is empty}} 

7)      else {if (l =1) {L(l-1,1) is null} 

8)             else {Pop up L(l-1,1) from KStack} 

9)      Get_frequent_1-itemset L(l,1); 

10)     if (!L(l,1).isEmpty){ 

11)        Apriori_gen L(l,k) until L(l,k-1) is empty; 

12)        if (!L(l,2).isEmpty){Compute COR(Ci,Cj); CBP(T,COR(Ci,Cj))} 

13)        else {Prune D, push it into DStack; Push L(l,1) into KStack; 

Push l+1 into FStack}}}} 

14) while (!DStack.isEmpty()); 

15) LL(l)=∪kL(l,k); 

4.2   Algorithm CBP_GAR-Mining the Generalized Frequent Itemsets 

Input: D(1)-The original transaction database; MinSupport-Minimum support for all 

the levels; MinCluster-The supposed cluster number; θ-The adjusting parameter of 
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cluster algorithm; Ancestor Level-The level of ancestor that will be add to D(1); 

StartPartitionLevel-The level at which partitioning begins; EndPartitionLevel-The 

level at which partitioning stops. 

Output: L-The generalized frequent itemsets. 

1) Push D(1) into Dstack; l =1; push l into FStack; 

2) do {Pop up D from Dstack; Pop up l from FStack;  

3)    if (l =1) {L(l -1,1) is null} 

4)    else {Pop up L(l -1,1) from KStack} 

5)      Get_frequent_1-itemset(L(l,1)); 

6)      if (l < StartPartitionLevel){Prune D; push it into Dstack; Push 

L(l,1) into KStack; Push l +1 into FStack} 

7)      else {if(l  >=StartPartitionLevel&& l  <=EndPartitionLevel) { 

8)       if (!L(l,1).isEmpty) {Apriori_gen L(l,2); 

9)          if (!L(l,2).isEmpty){Compute COR(Ci,Cj); CBP(D,COR(Ci,Cj))} 

10)          else {Prune D, push it into Dstack; Push L(l,1) into KStack; 

Push l +1 into FStack}} 

11)       else {D=Add_ancestor(D,AncestorLevel); 

12)          Apriori_gen L(k) until L(k-1) is empty}}}} 

13) while (!Dstack.isEmpty()); 

14) L=∪kL(k); 

4.3   Algorithm CBP-Partitioning the Transaction Database 

Input:  D- The transaction database; COR(Ci,Cj )- The correlation of item-cluster i  

and j. 

Output: Dstack-the stack keeps transaction database; Kstack-the stack keeps frequent 

itemsets; Fstack-the stack keeps level flag. 

1) Init item-Cluster with only one item of L(l,1); 

2) if (item-Cluster.size()>MinCluster) { 

3)     Init links(Ci,Cj ) from COR(Ci,Cj); 

4)     while (item-Cluster.size()>MinCluster) {  

5)        if successfully get two nearest Clusters{ 

6)             Merge them into one item-Cluster; 

7)             if (item-Cluster.size()>MinCluster){ 

8)                 Re_compute links(Ci,Cj)}} 
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9)             else break}} 

10) for every item-Cluster {Prune and partition D by item-cluster; push 

it into Dstack; Prune and partition L(l,1) by item-cluster; push it into 

KStack; Push l +1 into FStack} 

5   Performance Study 

To evaluate the efficiency of our CBP algorithm, we implement it by using the JAVA. 
The database is a real-life financial transaction database about 250k transactions, 200 
items and the depth of taxonomy is 4.  

Our experiments have two groups. In group one, we verify whether CBP_MAR is 
more efficient than the ML_series. In group two, we test whether CBP_GAR is more 
efficient than the Apriori_series. The result of Figure3 shows that CBP_MAR run 
faster than the ML_series by 22% to 73% with only less than 7% loss ratio of frequent 
itemsets. The result of Figure4 shows that CBP_MAR run faster than the ML_series by 
71% to 75% with only less than 8% loss ratio. The result of Figure5 shows that 
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CBP_GAR run faster than the Apriori_series by 18% to 28% with only lower than 5% 
frequent itemsets lost. The result of Figure6 shows that CBP_GAR run faster than 
Apriori_series by 14% to 18% with less than 3% frequent itemsets lost. 

6   Conclusions and Future Work 

The CBP method improves the efficiency of mining the frequent itemsets in taxonomy 
data by reducing the scanning scope of the transaction database. Of course, there still 
some improvements in our CBP method, such as the loss of frequent itemsets and it will 
be addressed in our future research. 
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Abstract. Customer retention is crucial for any company relying on a
regular client base. One way to approach this problem is to analyse actual
user behaviour and take proper actions based on the outcome. Identifying
increased or decreased customer activity on time may help on keeping
customers active or on retaining defecting customers. Activity statistics
can also be used to target and activate passive customers. Web servers
of online services track user interaction seamlessly. We use this data, and
provide methods, to detect changes real-time in online individual activity
and to give measures of conformity of current, changed activities to past
behaviour. We confirm our approach by an extensive evaluation based
both on synthetic and real-world activity data. Our real-world dataset
includes 5,000 customers of an online investment bank collected over 3
years. Our methods can be used, but are not limited to, trigger actions for
customer retention on any web usage data with sound user identification.

1 Introduction

Imagine a client of an online service (e.g. an online retail shop or an internet
bank) decreasing his activity – measured, for example, by the number of daily
visits to the site of the service – in a continuous or abrupt manner (Figure 1-c).
This drop in activity may be a sign of customer defection, thus early detection,
that may trigger proper marketing actions, is a requisite for retaining the client.
Yet another scenario, on the contrary, is an increased activity (Figure 1-a) which
may mark a rising interest in certain services. Detected change and proper ac-
tions in this case may uphold interest. To sum up, our first goal is to detect
changes incrementally, as new data flow in, in individual user activity.

Let us assume that we are able to detect changes and estimate their change
points with certain accuracies. Can we take actions solely on this kind of in-
formation? What if we take the decreasing activity of the previous example
(Figure 1-c) and place it into context by including past activity? As we see in
Figure 2 this particular user had highly fluctuating activity over time: up hills
followed by downhill activities. Raising an alarm, in this case, on client defec-
tion would most likely be false. Both decreased and increased (thus changed)
activities should be put in context in order to interpret them. Our second goal
is to provide a manner to measure conformity of the current behaviour to the

C. Tang et al. (Eds.): ADMA 2008, LNAI 5139, pp. 699–708, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. Example of change in activity (horizontal axes represent days, while vertical
axes show activity frequencies). Subfigure (a) shows a clear increase in activity, (c)
depicts a dropping activity, while (b) represents a constant (infrequent) activity.
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Fig. 2. Example of changing individual activity over time. Rectangles mark the samples
for Figure 1-a,b, and c consecutively: interpretation of changes requires context.

past–in other words, to measure the likelihood of current activities based on the
past. The combined information about the change point, direction of the change
and the likelihood together can be used to decide on taking certain marketing
actions. However, the discussion of alerts and concrete actions are out of the
scope of this paper.

The contribution this work makes is the identification and description of an
important problem, online change detection in individual user activity, and the
methods that provide its solution. We justify our methods on activity data of
5,000 customers of an online investment bank collected over 3 years as well as
on synthetically generated data.

The remainder of the paper is organised as follows. Section 2 provides related
work. Section 3 describes the problems at hand and sets our main goals for
this work. Section 4 presents our proposed online individual change detection
method and provides details on our “change conformity” measure. We present
our experimental setup in Section 5 and describe our empirical findings in Section
6. Finally, Section 7 concludes.

2 Related Work

Change detection. Early work on change detection stems from the domain of
statistics with the development of sequential hypothesis testing [1] and the cu-
mulative sum test [2]. For an overview of abrupt change detection algorithms
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from a statistical perspective, see [3]. This reference covers the above methods
and methods such as Bayesian change detection, generalized likelihood ratio test,
etc. A possible disadvantage of these methods is the assumption of a known un-
derlying family of distribution. Another disadvantage is that not all methods are
fully incremental, and computational problems can arise when the data rate is
very high. Change detection is often used as a tool to adjust the current model
to the changing distribution. [4] uses a variable size sliding window to cope with
change. The window size is increased when new data comes in and decreased
when the window can be split into two parts of which the means are signifi-
cantly different. In [5], the error of a classifier system is monitored. It is assumed
that the error is binomially distributed. Two levels are defined that trigger the
learning of new concepts, and one which triggers rebuilding. Unfortunately, if
true class labels are not provided for the system, it cannot be used at all. A
change detection method based on wavelet footprints is proposed in [6]. When
the data are transformed into footprints, non-zero coefficients at the times of
the changes are created. This fact is used to find the time and magnitude of
change using a lazy and an absolute method. In [7], martingales are used to de-
tect change. Although martingales are built on univariate data, the framework
can be used for change detection in higher dimensional data. Martingales can be
calculated incrementally and require no reference distribution or window. The
two-sample framework in [8] uses non-parametric two-sample tests on sliding
windows to detect change. It is shown that these test statistics can be main-
tained efficiently. In [9] the sequential hypothesis testing method [1] is adopted
and investigated for the scenario of a violation of the independence assumption.
The method resulted in time and space efficient algorithms and is not dependent
on window assumptions and has shorter delays than window-based solutions.

Web usage change detection and monitoring. Baron and Spiliopoulou [10]
present PAM, a technique to monitor the changes of a rule base over time. Ganti
et al. [11] describe a dynamic environment to exploit systematic evolution of
blocks of data. They introduce the data span dimension that enables the user to
select the most recently collected blocks (most recent window). Mazeroff et al.
[12] model sequences of system calls by probabilistic suffix tree and probabilistic
suffix automaton for real-time data monitoring, to detect malicious application
behaviour.

Time Series Segmentation. The main difference between change detection and
segmentation algorithms is that the later minimizes the error dependent only
on the discovered segments, whereas change detection focuses on maximizing
the detection rate, minimizing the false alarm rate and the detection latency.
As a consequence segmentation algorithms are globally, while change detection
algorithms are locally oriented. Ihler et al. [13] described a framework for finding
and extracting anomalous events in human behaviour measurements, based on
a time varying Poisson model. Their method is evaluated on traffic and build-
ing access data, over non-statistical thresholding methods. For an overview of
traditional and online segmentation algorithms we refer to [14].
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3 Problem Definition

The source of information for our experiments is the web usage data that are
generated by web servers and aggregated in so-called web access log files. The raw
log data need to be pre-processed and transformed into individual user sessions
(see e.g. [15]). Since our methods need highly reliable individual identification
(e.g. in case of login enforced web sites), in the rest of the paper we assume
that this condition is satisfied. We transform the sessionised data into activity
frequencies, for each individual, by counting the number of sessions in a given
period of time (based on the time stamp of the first page of each session). We
formulate the notation of activity data as follows:

Notation 1. Let us denote our observed activity data set as A = {A1, . . . , AN}
generated by N individuals, where Ai is the activity data of the ith user, 1 ≤ i ≤ N .
Each Ai consists of a sequence of frequency counters for a given period of time,
Ai = (at1

i , . . . , a
tj

i , . . . , atn

i ), where a
tj

i ∈ {N, 0} and tj is the jth time period.

Note, that (1) our dataset is incremental and so tn refers to the last observed
data point; (2) t1 reflects a global starting point in our notation and individuals
may have different starting points in their activities.

We gave motivation to our work briefly in Section 1. Here we decompose the
task in hand to specific goals and provide their descriptions:

1. Change detection in individual user activity. The goal of this task
is to identify (estimate) a set of Ci time points for each individual (i), in
real time, such as the Ci points split the user activity data into more or less
homogeneous segments.

2. Aggregate past behaviour. Here we maintain simple statistics, the mean
activity and the length of each segment, for each individual over the past
segments along with statistics over the current segment.

3. Measure conformity. We need a measure to compare aggregated past be-
haviour to the current behaviour to decide on whether the current behaviour
is typical or a-typical to the actual user. Conformity should be expressed in
percentages.

4. Alerting. The estimated change points together with information about
the change conformity can be used to trigger automatic actions. However
the discussion of alerting is not part of our current work.

We provide efficient solutions to these problems in Section 4. In practice, these
solutions need to be both memory and computationally efficient, to support their
application on a large number of customers and to facilitate real-time processing.

4 Change Detection

4.1 Modelling the Individual Activity Data

We model the users activity, a sequence of positive integers, by a piecewise
constant distribution function. For that, we assume the data is a sequence of
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segments filled with independent, identically distributed (i.i.d.) data. The likeli-
hood of an observed frequency (ai) can be formulated as:

Pλ
(r,s)(a

i)|r ≤ i ≤ s,

where indices r, s define the segment and mark two change points. We assume
that the frequencies between two change points are distributed according to a
mixture of a Poisson distribution and an outlier distribution. The Poisson distri-
bution is defined as Pλ

(k,l)(a
i, λ) = λai

exp−λ

ai! . Where λ is the Poisson parameter

and is estimated by (1+
�n

i=1 ai)

(1+n) . The outlier distribution is equal to the uniform
distribution.

4.2 Online Change Detection Algorithm

The online change detection algorithm successively applies the log likelihood
ratio test. If the ratio exceeds a user defined threshold, an alarm is signalled and
the actual change point is estimated. The online algorithm is then re-initialised
from the point after the estimated change point in the data stream.

The log likelihood ratio is the log ratio of the likelihood of two hypotheses.
The zero hypothesis (H0) assume that no change has occurred, whereas the
alternative hypothesis (H1) assumes a change at time t. Assuming i.i.d. segments,
the log likelihood ratio is defined by

LLR = log
supt PH11 (a1, . . . , at)PH12(at+1, . . . , an)

PH0(a1, . . . an)
+ γ.

γ is a penalty term to circumvent overfitting; it is set to compensate for the gain
obtained by splitting a sequence when no change occurred and its value is set to
log n. PH11 , PH12 , and PH0 are mixtures of a Poisson distribution and an outlier
distribution defined as follows.

P (a1, . . . , am) =
m∏
i

α · Poisson(ai, λ) + (1− α) · β,

where λ is estimated by (1+
�m

i=1 ai)

(m+1) , and α and β are user given constants defining
a uniform distribution over the outlier values. The probability distributions PH11

and PH12 are estimated on a1, . . . , at and at+1, . . . , am respectively by splitting
the sequence a1, . . . , am at the maximum likelihood split t; and λ’s are calculated
on the corresponding segments.

To bound the time complexity of our algorithm we constrain the maximum
likelihood split t to lie within a smaller subset (S), instead of considering poten-
tially the whole data stream. We defined S to contain the n last points. Although,
S can be defined in other ways – e.g. to select elements with indices given by
the Fibonacci numbers or by an exponential sequence – and while in theory the
choice of definition affects the power and delay of change detection, in practice
we did not experience significant differences.



704 P.I. Hofgesang and J.P. Patist

Due to the fixed size of S the time complexity of the algorithm is constant. The
algorithm can be efficiently implemented by maintaining the following statistics:
T = (fit,

∑
fit, λt), where fi denotes an observed frequency,

∑
fit the sum of

these frequencies and λt the mean over the last t points. A triple T is stored for
every point t belonging to the last n-points. These statistics are updated incremen-
tally. The likelihood of possible splits can be efficiently calculated. In practice, the
number of different values for ai is very small, and calculating Pλ(ai, λ) is an in-
expensive operation. The log likelihood of a segment can be efficiently calculated
by the dot product of F · log Pλ(ai, λ), where F holds the frequencies of ai.

4.3 Measuring Change “conformity”

The historical activity of an individual is defined by a sequence of segments –
identified by the change detection algorithm – and summarized by their means
(µ) and lengths (n). The distance between the current and the summarised
historical activity can be decomposed by summing up the pairwise subdistances
between the current and each historical activity segments. The pairwise segment
distances are weighted by the length of the particular historical segment. The
distance measure can be defined as

d(H, sc) = d({si|si ∈ H}, sc) =
∑

si∈H

wsi · d(si, sc), wsi =
nsi∑|H|
i=1 nsi

,

where sc is the current segment and H the set of historical, summarized activi-
ties. The distance of two segments is equal to the squashed symmetric Kullback-
Leibler divergence:

d(s1, s2) = d((µ1, n1), (µ2, n2)) = tanh(α · (KL(µ1, µ2) + KL(µ2, µ1))).

The symmetric divergence is squashed to bound the distance and resized by
a constant α. The Kullback-Leibler divergence is estimated using the estimated
Poisson distributions (Pµ1 and Pµ2) of the two segments. Pµ1 and Pµ2 are deter-
mined by the Poisson parameters, µ1 and µ2, which are estimated by the means
of the segments, s1 and s2. The KL-divergence is the expected log likelihood
ratio over N

+:

KL(µ1, µ2) =
∞∑

i=1

Pµ1(a = i) log
Pµ1(a = i)
Pµ2(a = i)

5 Experimental Setup

In this section we describe our offline activity data labelling and synthetic ac-
tivity data generation processes. We use the labelling process to provide “true”
change detection labels to evaluate our online algorithm; while the synthetic
data generator provides artificial user activity data for repeatability and to sup-
plement our results.
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5.1 Offline Labelling of Activity Data

In this section we describe an offline algorithm to automatically obtain homoge-
neous segments on activitydata. The algorithmprovides highquality segmentation
but, due to its complexity, it is not suitable for real-time data processing. We use
the segment boundaries, as change point labels, in our experiments (Section 6).

The offline segmentation algorithm derives segments by optimizing the log
likelihood of the piecewise constant distribution function. We define the log
likelihood, LL, of a segment sequence as:

LL(fi1, . . . , fik) =
N∑
i

log P(m,n)(fik)|m ≤ i < n,

P(m,n)(fik) = α
λk exp−λ

k!
+ (1 − α)β

The above formula is maximal when the segments are of size 1, thus every
point is a segment. To circumvent overfitting a penalty is added and set to
log n, where n is the sequence length. In case the sequence is modelled by a
k-piecewise constant function the error is k log(n). Furthermore, it is assumed
that segments are of a minimum length and the least likely observation is not
used for calculating the likelihood.

The optimal segmentation problem can be solved by dynamic programming.
Dynamic programming saves considerable amount of computation over a naive
brute force method by exploiting the optimality of the subproblems. The com-
plexity of finding the optimal model, with respect to the data, is O(kn2), where n
is the sequence length and k is the number of segments. Our experiments include
reasonably short sequences and a relatively small number of individuals thus al-
low the application of this technique. However, as the length of the sequences
and the number of individuals grow, the complexity may go beyond control at
a certain point, rendering the procedure inapplicable even in an offline setup.

To reduce the computational complexity of dynamic programming, we pre-
select a number of potential splitting points by sampling. To do so, first we
randomly select (relatively short) subsequences of the activity data and identify
their best splitting. Then for each point in the original activity data we count
the number of times it occurred as the best split on the subsequences. Finally,
the set of potential splitting points is identified by the most frequent k points
and then dynamic programming is used to find the optimal m (m < k) splitting
points within this set. The application of this methodology greatly simplifies the
problem (k << n) and thus highly improves efficiency – without a considerable
loss of accuracy.

5.2 Synthetic Data Generation

We generate synthetic activity data based on piecewise constant functions, i.e.
the user activity history is a sequence of homogeneous segments. The number
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of split points, thus the boundaries of the segments, follows a mixture of two
Poisson distributions. The position of the splitting points is sampled uniformly.
The segment distribution is a mixture of two components, the majority dis-
tribution, with additive noise from an outlier distribution, and a zero mean
distribution.

The mean of the outlier distribution is set by the user, the majority distribu-
tion is sampled from a gamma distribution and the zero mean distribution is a
Poisson distribution with zero mean. The majority distribution is constrained to
differ sufficiently from neighbouring segments achieved by rejecting samples by
the Mann-Whitney (MW) two sample test of random samples from the segment
distributions.

6 Evaluation

Our experiments included results on server-side web access log data of an in-
vestment bank collected over a 3-years period (RealWorld) and on syntheti-
cally generated activity data (Synthetic). The RealWorld dataset consists of
5,000 randomly chosen customers with 3,278,798 sessions in total. Both individ-
uals and their sessions are identified reliably, since clients had to identify them-
selves in order to be able to reach the secured internal pages. The Synthetic

dataset includes activity data of 5,000 artificial individuals over a “3-years” pe-
riod with 1,731,339 sessions in total. We applied the data generator with the
following settings (as referred to the description in Section 5.2): we set the prior
of the outlier distribution to 0.01, the distribution a Poisson distribution with a
mean twice as large as the segment mean, the prior of the zero mean distribution
to 0.01, the distribution of the mean of the segments to Gamma(1, 0.5) and we
set 0.5 detection probability for the MW test.

We applied our offline labelling algorithm on the RealWorld dataset. The
algorithm identified 2,647 change points in total. In case of Synthetic, the
data generation process set a total number of 8,818 change points. We used
these change points (“true” change points) to evaluate the performance of the
online change detection algorithm on both datasets.

Evaluation criteria. For each and every true change point we check whether there
is a detected change point in the following δ time periods. In case of a match we
calculate the distance between the true and detected change points, the number
of time periods elapsed, and mark the true change point detected. If there is
no detected change point within δ, the true change point goes undetected. Any
additional points detected within or outside the δ neighbourhood would count
as false alarms. We set δ to 30 in case of both datasets1. We set the parameters
of the online change detection algorithm to α = 0.95 and β = 1

60 . Furthermore,
the subset of potential change points (S) was set to the 20 most recent data
points.

1 Since majority of the clients are weekly or monthly visitors our method needed a
larger time window to detect most of the changes.
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Given this setup, the accuracy2 of change detection on RealWorld was
71.63% with an average detection latency of 7.03 days and the total number of
false alarms was 9,931, which translates to less than one (0.66) false alarm per
client per year. We achieved a slightly better accuracy, 76.45%, on Synthetic,
with an average detection latency of 10.23 days and 13,386 false alarms in total
(0.89 false alarms per user per year).

For each change we calculated its conformity based on our conformity measure.
Here we present two examples: Figure 3-a shows a change that highly conforms
with past activities (d = 22.59%), thus we most likely would not report it; while
Figure 3-b depicts a change that does not conform with past activities (d =
85.23%).
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Fig. 3. Examples of (a) highly conform (top) and (b) highly non-conform (bottom)
changes, d = 22.59% and d = 85.23% consecutively. In the examples we compared the
last segments to the past activities. Axes depict frequencies (vertical) and time periods
in days (horizontal), thick vertical line show detected segment boundaries and thick
horizontal lines represent segment means.

7 Conclusion

We identified and described an important problem: online change detection in
individual user activity. We divided it into specific subtasks – real-time change
detection and measuring change conformity – and provided methods to solve
them efficiently. We justified our methods on activity data of 5,000 customers
of an online investment bank collected over 3 years, as well as on synthetically
generated data. Our online change detection method achieved 71.63% accuracy
2 Note, that we are not aware of any approach that would solve the problems described
in our paper and therefore could serve as a baseline for comparison. Furthermore, our
goal was to provide efficient, reasonable solutions to the aforementioned real-world
problems and not to improve an existing state-of-the-art method.
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with an average detection latency of 7.03 days on the real-world dataset; and
76.45% accuracy on the synthetic data with an average detection latency of 10.23
days. The false alarm rate was 0.66 and 0.89 per user per year, consecutively, on
the real-world and on the synthetic datasets. Detected change points, together
with information on the directions of the changes and change conformities, can
be used in many real-world problems including decision support for marketing
actions to retain online customers.
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Abstract. In recent years, folksonomy becomes a hot topic in many research 
fields such as complex systems, information retrieval, and recommending sys-
tems. It is essential to study the semantic relationships among tags in folkso-
nomy applications. The main contributions of this paper includes: (a) proposes 
a general framework for the analysis of the semantic relationships among tags 
based on their co-occurrence. (b)investigates eight correlation measurements 
from various fields; then appliying these measurements to searching similar 
tags for a given tag on datasets from del.icio.us. (c) conducts a comparative 
study on both accuracy and time performance of the eight measurements. From 
the comparison, a best overall correlation measurement is concluded for similar 
tags searching in the applications of folksonomy. 

1   Introduction 

Taxonomy, a traditional top-down classification method, is considered not sufficient 
to solve web classification problems [1]. When taxonomy is used for web classifica-
tion, domain experts construct a hierarchical classification structure and the features 
of a certain class are normally identified. By this means, documents can be classified 
according to the expert-constructed hierarchy. However,  there are three main prob-
lems to use this method: (1) The hierarchy and the features may not fully reflect the 
real classification of the documents since the experts’ domain knowledge are limited; 
(2) The updates of the hierarchy may not describe the increasing on timely since the 
growth of web pages is too fast; (3) The classification may not stand for all web us-
ers’ mind since it is just the opinion of the experts who are a small fraction of users. 
Folksonomy [2,3,4], also known as ‘collaborative tagging’, is introduced to alleviate 
all problems mentioned above.  In collaborative tagging, web users are exposed to a 
web page and freely associate tags with it. Users are also exposed to tags previously 
entered by themselves and other users. The collective tagging activity creates a dy-
namic correspondence between a web page and a set of tags, i.e. an emergent catego-
rization in terms of tags shared by a community of web users. Tags stand for the  
                                                           
* Supported by the 11th Five Years Key Programs for Sci. &Tech. Development of China under 

grant No. 2006BAI05A01, the National Science Foundation under grant No 60773169, the 
Software Innovation Project of Sichuan Youth under Grant No 2007AA0155 and the Devel-
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users’ true opinion to classify the web pages. From the description above, it is clear 
that tag is the core concept of folksonomy and the classification is conducted through 
tags of all users. Thus to study the semantic relationships among tags is the key for 
applications of folksonomy.  

A general framework to analyze the semantic relationships among tags based on 
their co-occurrence is proposed in this paper. In the framework, the whole analysis 
process is partitioned into eight steps. The task of each step is identified and the diffi-
culties in each step are discussed in detail. The task to search similar tags for a given 
tag is left for further research. The definition of ‘similar tags’ is given, and eight cor-
relation measurements from applications of various fields are investigated. The com-
parisons among correlation measurements are conducted over the datasets from 
del.icio.us on both the accuracy and time performance. The experiment results are 
analyzed and a remark on all the eight correlation measurements is given. 

The rest of the paper is organized as follows. Section 2 describes the general 
framework to analyze the semantic relationship among tags. Section 3 investigates the 
correlation measurements to search similar tags for a given tag, and section 4 demon-
strates the experimental evaluation. At last, Section 5 concludes the paper. 

             

Fig. 1. An example of tagging in folksonomy      Fig. 2. An example of tagging in folksonomy 

2   A General Framework for Tag Analysis 

According to the observation, co-occurrence between tags is widespread in folkso-
nomy systems. Figure 1 shows such an example. On the purpose of understanding 
user count, Figure 1 is transformed into Figure 2,which contains an attribute 
‘user_count’. Let’s formulate the notions first. Let the tag set be T, the number of 
pages that tag A annotates be La, the number of pages tag B annotates be Lb, the 
number of common pages both tag A and tag B annotate be Lab and the number of 
web pages be N. 

Definition 1 (Similarity between Tags). Let A and B be two Tags and Lab be the 
number of shared web pages of A and B. Let the threshold be δ, δ>= 1 .if Lab > δ the 
A and B is called similar tags. ‘similarity’ is used to describe the degree how they are 
similar to each other. ‘similarity’ between A and B is denoted as s(A,B). 

Definition 2 (User Count). The number of users who use tag A to annotate Page P is 
defined as the user count of A to P. 
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A process for tags’ analyzing based on the co-occurrence among tags is described 
below. The analysis process consists of eight steps and the output of each former step 
is the input of its latter step. 

Step 1. Preprocessing. The main goals of this step are to: (a) Eliminate system tags. 
System tags are provided to users by folksonomy systems to complete some special 
tasks. For example, when users want to import bookmarks from other Social Book-
marking Service (SBS) providers to del.icio.us, the folksonomy system adds tag ‘im-
ported’ to these bookmarks. These tags are collected to build a dictionary. Then tags 
matching any tag in the dictionary will be eliminated. (b) Eliminate meaningless tags. 
Users’ mistakes or the system’s mistakes produce meaningless tags. For example, a ‘ ’ 
is taken as a meaningless tag. One solution to identify these meaningless tags can be 
the outlier checking algorithm. 

Step 2. Classification. This step is to classify tags into three classes[5]: (a) Personal 
tags. These tags are used by only one user but assigned to more than one pages. The 
tags may be understood as personal vocabulary. Thus, they are useful for individual 
retrieval but useless for the rest users of the community. (b) Unpopular tags. These 
tags are assigned to different resources by different users but only once or several 
times. These tags can be treated as unpopular tags when they are only used by a small 
fraction of users quite occasionally. (c) Popular tags. These tags are assigned to vari-
ous resources by different users frequently and they can be taken as global tags which 
are generally used by many users. 

Step 3. Natural language processing. This step deals with tags under the class label 
‘Personal tags’ and ‘Unpopular tags’. Since these tags do not appear frequently, the 
traditional natural language processing methods are considered to be sufficient to 
solve the problem. The simplest way is to directly get insight into these tags by 
‘http://wordnet.princeton.edu/’. 

Step 4. Frequent pattern mining. This step uses the mature frequent pattern mining 
techniques like fpgrowth to capture the co-occurrence between tags. The most difficult 
problem in this step is how to specify the thresholdδto judge whether a pattern is a 
frequent pattern. Obviously the deficiency of the support-confidence framework [6] still 
exists. Therefore, the result of this step needs further investigation in the future. 

Step 5. Similar tag searching. This step searches the similar tags for a given tag. The 
correlation analysis is applied on the result of frequent pattern mining in our research. 
Since there are many correlation measurements on both statistics and data mining, the 
problem that needs to be solved is how to choose a ‘better’ measurement. 

Step 6. Core-based clustering. Given a tag and its similar tags, the similar tags are 
clustered into groups in this step. Tags in each group should be the same ‘close’ to the 
given tag semantically. The given tag is taken as the ‘core’. Both the hierarchical 
clustering and the density-based clustering are considered as candidate methods.  

Step 7. Similar tag searching (multi-tag). This step searches the similar tags for a 
given tag group. The co-occurrence is used here and correlation analysis will takes 
effect in this step too. However, it is very difficult to reach a satisfy precision by ex-
isting methods because of two major reasons: (a) the occurrence of tag groups is rare; 
(b) it is not easy to judge what users mean only from a given tag group. 
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Step 8. Tag network building. The hierarchical structure implies a ‘containing’ rela-
tionship among class labels in taxonomy: the web pages that higher level class labels 
annotate contains the web pages that the lower level class labels annotate. However, 
the case is different for tags. Based on our observation, large number of tags normally 
annotates the same web pages. But these tags themselves usually annotate many 
unique web pages. The ultimate relationship among tags is likely to be a network, and 
each tag is a node in the network. It still needs further investigation whether this 
thought can be implemented. 

The rest of the paper concentrates on step 5.  

3   Similarity Measurements for Comparison 

In this section, eight similarity measurements are discussed and compared in order to 
obtain the better measurements. These eight measurements are: Augmented Expected 
Mutual Information [7], Simrank[8], Pythagorean Theorem [9], Pessimistic Similarity 
[10],Cosine similarity [11], adjusted Cosine similarity [11], Pearson coefficient [11], 
and TF/IDF [12]. These measurements are divided into two groups: measurements 
with user count and without user count. 

3.1   Measurements without User Count 

Augmented Expected Mutual Information (AEMI). The concept of mutual infor-
mation [13] is from the information theory. Given two objects, the mutual information 
measures how much the knowledge to one object reduces the uncertainty about the 
other. In the context of correlation analysis, it can be a common correlation metric. 
The augmented expected mutual information [7] is adopted in our study, as shown in 
formula 1. 

       AEMI(A,B) = MI(A,B) + MI( A , B )- MI(A, B ) - MI( A ,B)            (1) 
 

Simrank. The formula proposed in [8] is an intuitive formula, and also the simplest 
one among the four, as shown in formula 2. Here, C is a constant between 0 and 1 and 
it shows less confidence on the similarity between A and B than the confidence be-
tween A and itself. In this paper, C = 0.8. 

    
s(A,A) = 1 / La

s(A,B) = C*Lab/(La*Lb) if  A != B

⎧
⎨
⎩

                                   (2) 

Pythagorean Theorem (PT). Pythagorean Theorem is a classic theorem in  
Euclidean geometry. It describes the relationship among the three sides of a right 
triangle, as “The square on the hypotenuse is equal to the sum of the squares on  
the other two sides”. Let Lab be the length of one leg, and (La - Lab) + (Lb - Lab) be  
the length of the other legs respectively; then the length of the hypotenuse is 

2 2( 2* )Lab La Lb Lab+ + − . The formula to measure the similarity between two 

tags is shown in formula 3. According to formula 3, s(A,B) increases along the in-
creasing of Lab and decreases along the increasing of La and/or Lb.  
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 s(A,B) = 
2 2( 2* )

Lab

Lab La Lb Lab+ + −
 = 

2

1

1 ( 2)
La Lb

Lab Lab
+ + −

     

         (3) 

Pessimistic Similarity (PS). Pessimistic prune is a prune strategy adopted by C4.5 
[10]. In our method, the pessimistic confidence on ‘A is the same to B’ is taken as the 
similarity between A and B. Let’s consider a proposition P ‘tag A is similar to tag B’, 
for which La + Lb - Lab = K and the observed error rate is f. For this proposition 
there are K training instances to support. The observed error rate is simply the number 
of pages annotated by only one tag divided by K, i.e.(La + Lb -2 * Lab)/K. A random 
variable is also considered standing for the true error rate: a random variable X with 
zero mean lies within a range 2z with a confidence of Pr[-z <=X<=z] = c. According 
to Normal distribution, there is a corresponding z once c is specified. For example, 

Pr[-1.65 <= X <= 1.65] = 0.9. From the notation above, we can obtain X = (1 ) /

f e

e e K

−
− , 

where f is the error rate and e is the mean. According to the formula above, the range 
of true error rate e for rule R can be found based on the observed error rate f and the 
number of supporting instances K. Let the confidence range value be z, the confi-
dence value corresponding to z be cf, the number of supporting instances count 
(La+Lb-Lab) be K, and the observed error rate be f. Then the upper bound on the 
estimated error e is Ucf(f,K)[10]. The pessimistic confidence value sim(A,B) for the 
rule ‘A is the same to B’ can be defined as formula 4. The pessimistic confidence 
value shows the confidence level on “tag A is similar to tag B”. This can be also ex-
plained as “how much tag A is similar to tag B”, i.e. the value of the similarity. In this 
paper, the confidence is set as c = 80%, then z = 1.28. 

                               s(A,B) = 1 – Ucf(f,K)                                                (4) 

3.2   Measurements with User Count 

In this section, the set of pages that tag i annotates is denoted as Ii, and the number of 
users who have annotated page j by tag i is denote as Ci,j.  

                s(A, B) = 
, ,

2 2
, ,

*
A

A B

A j B jj I

A k B kk I k I

C C

C C

∈

∈ ∈

∑
∑ ∑

                                       (5) 

Cosine Similarity (CS). In information retrieval, the similarity between two docu-
ments is often measured by treating each document as a vector of word frequencies 
and computing the cosine of the angle formed by the two frequency vectors. This 
formalism can also be adopted to calculate the similarity between tags, where tags 
take the role of documents, pages take the role of words, and usercount take the role 
of word frequencies. Then the similarity is defined as formula 5.                             

Adjusted Cosine Similarity (ACS). The adjusted cosine similarity is derived from 
cosine similarity, which is commonly used in collaborative filtering. However, this 
formula can not be applied directly to compute the similarity between tags since nega-

tive result may be obtained for Ci,j -  iC . Therefore, data are preprocessed as fol-

lows. For a single tag, all the pages with user counts less than the average user count 
are eliminated. This maintains the pages that the tag primarily annotates. 
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s(A, B) = 
, ,

2 2
, ,

( )*( )

( ) ( )

A

A B

A j A B j Bj I
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C C C C
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− −

− −

∑
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                         (6) 

Pearson Coefficient (PC): The Pearson’s product-moment correlation coefficient is a 
measurement for the degrees of two objects linearly related. The correlation between 
tag A and tag B is shown in formula 7. Here the summations over i are over the urls to 
which both tag A and B are linked. For very small common annotations, this similar-
ity metric returns inaccurate results. This needs to be solved by methods such as ‘de-
fault voting’ or ‘minimum common votes’. The results of a given tag are pruned be-
forehand. Therefore, it is unnecessary to specify a minimum number of common 
annotations in order to calculate a valid similarity actually. 

s(A, B) = 
, ,

2 2
, ,

( )*( )

( ) ( )

A

A

A j A B j Bj I

A i A B i Bi I i

C C C C

C C C C

∈

∈

− −

− −

∑
∑ ∑

                              (7) 

IDF/TF: The IDF/TF method is a classic method in document classification. In this 
paper, it is applied to compute the similarity between Tags as in paper [10]. Let TFi,j 

be the ratio of tag i in all tags annotating page j, IDFi be the rareness of tag i, 

TFi,j = Ci,j  / ,i ji
C∑  

IDFi = log( Ci,j  / 
,i ji

C∑ ) 

(8) 

 
(9) 

Then the degree reli,j of relation between tag i and page j is defined as formula 10. 

reli,j = , ,/i j i jj i j
C C∑ ∑ ∑  

s(A, B) = , ,*A j B jj
C rel∑  

(10) 

 

(11) 

At last, the similarity sim(A,B) of tag B from the view point of tag A is defined as 
formula 11. Here, sim(A,B) is not necessarily the same as sim(B,A) for formula 11. 
This requires more computations than other seven measurements. 

4   Experiments 

The real data sets from del.icio.us from Nov 30 to Dec 15 are collected. There are  
234023 unique tags and 749971 unique web pages. Though web2.0 data provide valu-
able resource for data mining, there are no public benchmark data for research yet. 
Therefore, in our work, three human evaluators are asked to judge the performance of 
each formula. 30 tags are randomly selected as the given tags. Top-N similar tags can 
be obtained for each given tag A. For each tag Ti in the Top-N results, evaluators give 
a score to Ti as formula 12. Since our problem is actually a ranking problem, the clas-
sical evaluation method adopted in Information Retrieval is also used to solve our 
problem.  Precision (P) at top N results is used as a measurement to evaluate the per-
formance, as shown in formula 13. 
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2  if   i s  s im ila r  to   

( ) 1  if   i s  s o m e w h a t s im ila r  to   

0  i f   i s  n o t s im ila r  to  

i

i i

i

T A

s c o re T T A

T A

⎧
⎪= ⎨
⎪
⎩

             (12) 

                                     P@N =
1

( )
N

ii
score T

=∑  / (2*N)                                     (13) 

All experiments are conducted on an INTEL core 2DuoProcessorE2160 with 2G 
memory, running UBUNTU OS. Table 1 shows the performance of eight measure-
ments. There are two numbers in each cell. The first number is the average precision 
from the three evaluators and the second one in parentheses is the standard deviation. 
PC performs the worst among the eight measurements, which is the only one not in 
support of the counter evidence. This phenomenon indicates the necessity of the usage 
of counter evidence for similar tags’ searching. CS is of the best performance among 
all eight measurements. Although ACS and IDF/TF are more complex than CS, their 
performance is worse than CS. The experiment result also shows that IDF/TF per-
forms even worse than Simrank and PT although it takes user_count into account, 
while Simrank and PT are two measurements that do not use user_count. The per-
formances of both AEMI and PS are out of our expectation: they are surpassed by 
Simrank and PT, the two simplest measurements in this paper. As we know, the per-
formances of Simrank and PT are really good by considering their simplicity. 

Table 1. P@N of eight measurements& CPU time(s) 

Measurement N = 10 N = 20 N = 30 Rank CPU time 
AEMI 0.508(0.046) 0.567(0.042) 0.570(0.037) 7 10.31 

Simrank 0.679(0.148) 0.643(0.122) 0.615(0.106) 4 0.68 
PT 0.688(0.054) 0.609(0.035) 0.581(0.039) 3 1.84 
PS 0.555(0.119) 0.538(0.104) 0.534(0.085) 6 4.01 
CS 0.749(0.068) 0.662(0.071) 0.619(0.072) 1 9.52 

ACS 0.710(0.075) 0.641(0.074) 0.603(0.076) 2 15.84 
PC 0.526(0.130) 0.576(0.106) 0.561(0.093) 8 11.34 

IDF/TF 0.665(0.045) 0.608(0.044) 0.577(0.045) 5 713.31 

Table 1 also shows CPU time consumed by eight measurements, respectively. The 
CPU time for IDF/TF is one/two orders of magnitude longer than those of the other 
measurements. Due to its relatively bad performance, it is considered not suitable for 
similar tags’ searching. Since the CPU time consumed by either Simarank or PT is 
extremely small, they are considered as the candidate measurements for the similar 
tags’ searching. Although the CPU time consumed by CS is one order of magnitude 
longer than the former two, it is still considered as the candidate measurement for the 
searching as well. In real applications, many techniques, such as high performance 
clustering, parallel computing, etc, can be applied to improve the speed although it is 
very difficult to improve P@N. Considering these two factors, CS is considered the 
best overall measurement for similar tags’ searching in this paper. 
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5   Conclusions 

A framework to analyze the relationship among tags is proposed and discussed. The 
former five steps of the framework are under research and the latter three steps are in 
our vision for the whole project. To search similar tags for a given tag becomes the 
focus of this paper. The steps before this task in the framework are dealt with in a 
pessimistic way. Eight measurements are investigated in a whole. Experiments are 
conducted on datasets from del.icio.us. Both the accuracy and CPU time consumed by 
each measurement are compared from one another. Cosine Similarity is considered as 
the best overall measurement due to its high accuracy and relatively low CPU con-
sumption. Simrank and Pythagorean Theorem are considered good as well because of 
their extremely low CPU consumption and relatively high accuracy.  
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Abstract. A common approach to query log analysis considers any query only 
as a possible modification of a direct predecessor. The paper considers a 
branching search. It is shown that up to 20% of sessions containing 3 and more 
different queries contain combinations which may be interpreted as branchings; 
a number of branches is a little bigger than two; one of the branches consists of 
only one query; branching may be realized as both narrowing and broadening. 

Keywords: Query reformulation, non-linear search, Web query log. 

1   Introduction 

The paper considers dependencies between queries submitted by the same user of the 
Web search engine and is centered on branching dependency. Early conceptual works 
[1,2,5,9] on algorithmic-like description of information searching behavior do not 
exclude a possibility of non-linear search: a search process may contain several 
branches [2] and a complex search task may be decomposed into different chains [9], 
which converge at the final step. However, following empirical studies of user queries 
[7,8] use only linear search framework in which a query can be described as depend-
ent only on its direct predecessor. One of the reasons is an absence of a formal lan-
guage describing non-linear dependencies and tools automatically detecting them in 
query logs. While [7] and [8] consider user actions in different search contexts and 
different environments, the works coincide in: 

— a framework: a current query is considered as a possible modification of only its 
direct predecessor QT=f(QT–1). Dependencies on indirect predecessors are neglected; 

—  processing: manual, small datasets (313 sessions in [7], 30 sessions in [8]). 

On the contrary, we follow an opposite conceptual framework proposed in [3]: 

(1) a query may depend on non-direct predecessor: QT=f(QS<T) instead of 
QT=f(QS=T–1). As a result, more than one queries may depend on the same query (a 
branching search: queries QT1=f(QS), … QT2=f(QS) depend on the same QS). 

(2) a query may be a convergence of a pair of other queries QT=f(QS1<T, QS2<T), (a 
convergent search) rather than a modification of a single query. 

Interpretations of the same sequence of user queries may significantly vary depend-
ing on the query dependencies taken into account. Fig. 1 shows commonly used linear 
and alternative non-linear interpretations of the same sequences of queries. 
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  Observed Sequence                                   Linear interpretations              Non-linear (branching) 
                                                                                                                            interpretation of both sequences 
 Q1 = <silver  age>                              
 Q2 = <silver age XX, petersburg>       Q1 add (specify)   Q2 replace (vary) Q3                              Q1  
 Q3 = <poetry of silver age>                
 
 Q1 = <macroeconomic statistics>                                                                                 Q2                  Q3  
 Q2 = <macroeconomic indicators>     Q1 replace (vary)  Q2 NO DEPENDENCY Q3 
 Q3 = <GNP statistics >  

Fig. 1. Observed user queries and their interpretations in linear and non-linear frameworks 

Since there is no reason to expect frequent occurrence of non-linear dependencies 
we need a big collection which may be processed only automatically. An automatic 
processing may answer the questions on frequencies, patterns and features of each 
type of search: linear query modification; non-linear modification, in particular 
branching, convergent and re-convergent search (as a combination of branching and 
convergence) and occasional non-linear execution of linear dependencies. 

We suppose that a non-linear model of query modifications (cf. [6]) more ade-
quately describes a real searching behavior whilst a non-linear search is only partly 
supported by search tools. Moreover, if a model is adequate, then a direct support of 
non-linear search may be incorporated into search tools. 

This paper is devoted only to the branching search, while convergent and re-
convergent structures of query dependency will be considered in a further work, not 
only due to simplicity reasons but also since a convergent search is less supported by 
human abilities and obviously needs a psychological explanation. On the contrary, a 
branching search is not a surprising manner. Searching on the Web comes up against 
a common situation provoking a branching search: when an initial query retrieves 
unsatisfactory results but perfectly expresses an information need, a user modifies the 
query; and if the results of the modified query are also unsatisfactory, a user refines 
an initial query rather than the current modification. 

2   Conceptual Framework 

This study mainly considers query dependencies on any single predecessor. If several 
queries depend on the same query (QT1=f(QS), QT2=f(QS),…) we speak about branch-
ing dependency. We mention but not consider here a convergent dependency 
QT=f(QS1<T, QS2<T) on a pair of predecessors considered as an entity. All dependencies 
are detected between queries submitted during a short-time period (a time session 
which is a sequence of user transactions with a search engine cut from previous and 
successive sessions by the gap bigger than the temporal cutoff). 

Let the dependencies be presented by a graph of a logical structure [3], in which 
each query is presented by one node regardless of a number of occurrences of the 
query. The connected components of this graph correspond to tasks. Since a real 
physical search process realizing this logical structure is a time-ordered sequence of 
transactions, different independent tasks or different branches of the same task may 
alternate and even a linear task may be executed non-linearly if the task is broken by 
another task (occasional non-linearity of execution). Fig. 2 shows two types of non-
linearity in a logical structure and 3 types of non-linearity in a real search. 
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Type of non-linearity Sequence of  
Execution 

Dependencies in 
Execution 

Dependencies in 
Logical structure 

Occasional  
(non-linear execution 
of linearly-dependent 

queries) 

<cat food>             (1) 
<kitten food>         (2) 
<adma>                 (3) 
<adma 2008>        (4) 
<hills cat diet>      (5) 

 
 1       2     3       4    5
  

  linear chains: 
 1          2           5 
 
 3          4     

Branching  
(one query determines 

several queries) 

<cat food>             (1) 
<kitten food>         (2) 
<home for cats>    (3) 
<home for dogs>   (4) 

 1       2       3         4 
 

 

             2 
 1       
          

              3          4  

Convergence 
(a query depends on 
two another queries) 

<kitten food>          (1)
<cat food>              (2)
<hills>                    (3)
<hills cat diet>       (4)

 1       2       3          4 
 

 

1          2   
                        4 
  

             3   

Re-convergence  
(convergence of 

branched chains) 

<cat food>              (1)
<kitten food>          (2)
<moscow cats>       (3)
<cat kitten moscow (4)

 
 1       2      3           4  
 

 

            2 
 1                        4 
          

              3   

Fig. 2. Basic non-linearities in logical structure of search and in its physical realization 

Different kinds of dependency measures are sound and the best way to detect and 
to analyze a non-linear search is to use a family of decision rules, which operate with 
different measures (in particular, combine them) since different rules refine different 
aspects of a search behavior and may be equally feasible. 

3   Partly Layered Query Representation and Processing 

Let’s begin with an intuitive notion of query dependency (and similarity) Decisions 
on the fact of query dependency and on the form of dependency are different deci-
sions and take into account different components of queries. For example, among 
queries Q1=<big cat>, Q2=<big brother> and Q3=<cat> the latter query seems to be 
more dependent on Q1 than Q2. We consider one-word overlap Q1∩Q3 = <cat> as 
more sufficient reason to speak about dependency than one-word overlap Q1∩Q2 = 
<big>. At the same time, we do not ignore <big> at all: speaking about dependency of 
Q3 on Q1 we mention that Q3 differs from Q1 by <big>. Thus, the word ignored in a 
decision on dependency is taken into account in a decision on the form of dependency. 

We will use two-fold query representations. A narrow class of query terms consti-
tutes a query kernel which is used to detect a fact of dependency: a query may depend 
on another only if the intersection of their kernels is not empty. At the same time we 
use a broader class of terms as a query image which is used to distinct queries and to 
extract a form of dependency between queries. 

Let’s consider four classes of words which describe: (1) Subjects/Objects, (2) Fea-
tures, (3) Actions and (4) Others words. The reason to speak about dependency be-
tween queries is an overlap of subjects/objects rather than of features or actions of 
distinct subjects/objects. Table 1 shows what parts of speech are attributed to each 
class. Non-dictionary words are also heuristically attributed to the classes. 



720 N. Buzikashvili 

Table 1. Four classes of parts of speech used as basis of Kernels and Images 

Objects/Subjects Features Actions Others 
nouns, names, acronyms, 
+ unknown words which 
may be one of them 

adjectives, participles, 
[+ corresponding 
unknown words] 
numerals and numbers 

verbs, adverbs, 
adverbial participles 
[+corresponding 
unknown words] 

 all other words 
(prepositions, 
articles, etc) 

 
A query kernel Ker(Q) is an unordered set of query terms belonging to kernel 

classes. Kernel classes are classes of parts of speech (Table 1) used to detect a fact of 
dependency. We will consider only Subjects/Objects as the kernel class. 

A query image Im(Q) is an unordered set of query terms belonging to image 
classes. Image classes are classes of parts of speech used to distinct queries and to 
determine a form of dependency. A form of dependency is determined only on those 
queries which are being in dependency by kernels. A minimal set of image classes 
includes only kernel classes. A maximal set includes all classes and is used by default. 

4   Method 

We should select a “main” determinant of each dependent query. To do it a certain 
decision rule is applied to the dependency matrixes presenting different measures of 
dependency and to the precedence matrix presenting the order of recent occurrences 
of determining queries before the first occurrence of each dependent query. Term-
based dependency measures are used and to calculate them we should detect “identi-
cal” terms in images of different queries. 

Permissible word transformations and identity of terms. The procedure of com-
parison of two unordered sets is used to reveal the intersection of kernels or images of 
two considered queries. If two words ti and Tj are forms of the same word they are 
considered as identical. For example, cat is identical to cats, went is identical to goes. 
If two non-dictionary words may be a form of the same word (compatible by endings 
which may be long in inflecting languages) they also considered as identical. 

A trouble in the query log analysis is a lot of query typos. To escape the trouble  
typos are taken into account in a simple manner: if a long (>5 characters) non-
dictionary word from one set may be transformed by one-symbol correction (inser-
tion, deletion or replacement) into a form of a word from another set (this word may 
be either dictionary or non-dictionary), the words are considered as identical. 

Two queries is considered as identical if there is a one-to-one mapping of their im-
ages Im(Q1)={ti,..tN} and Im(Q2)={Ti,…TN} such that any term ti may be modified 
into corresponding Tj by the permissible transformation. If there is a one-to-one map-
ping of subsets of the images these subsets are considered as the intersection. 

Dependency measures. Term-based measures of query dependency are used. Query 
dependency relations are directed (asymmetric). A dependency measure can be con-
structed as a pair of any similarity metric (which is symmetric) and a direction from a 
determining query to a dependent one. Proper dependency relations (e.g. narrowing 
and broadening relations or asymmetric set operations) are originally directed. Table 
2 shows two classes of term-based dependency measures. 
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Table 2. Dependency measures 

Derivatives of similarity metrics Proper dependency measures
— (1) intersection:   |Im(Q)  Im(QDet|
— (2) symmetric difference:
   (Im(Q),Im(QDet))=|Im(Q)UIm(QDet) – 
Im(Q) Im(QDet)| 
— (1) and (2) normalized by |Im(Q)UIm(QDet)| 
    (Jaccard metrics)

— differences:    |Im(Q) \ Im(Q) Im(QDet)|, 
|Im(QDet) \ Im(Q) Im(QDet)| 
— differences normalized by | Im(QDet)| 
— binary measures: narrowing (expansion 
by terms); broadening (terms exclusion) 

 

A query term is included into a query kernel and a query image as it is. At the first 
step we check intersection of kernels Ker(Q)={t1,…tn} and Ker(QDet)={T1,…Tm} of a 
possible dependent query Q and a possible determinant QDet. Kernel terms {t1,…tn} 
and {T1,…Tm} are compared pairwise. If Ker(Q)∩Ker(QDet)≠Ø, the same comparison 
procedure is applied to images Im(Q), Im(QDet) to extract a form of dependency. 

We extract dependencies separately in each time session. Any query may depend 
on queries submitted previously during a considered session. Any query may deter-
mine queries submitted later during the session. 

Dependency matrixes. A dependency matrix is constructed for each dependency 
measure. Rows present dependent queries and columns present queries-determinants. 
Only dependencies on queries submitted before the first occurrence of a dependent 
query are taken into account, i.e. a dependency matrix is a triangle by construction. 
Elements of a dependency matrix presenting a measure M are “ranks” of the M(Qi,Qj) 
among all M(Qi,Qj<i), i.e. a i-th row contains “ranks” of queries Qj<i submitted earlier 
in the time session. A row may contain equal “ranks” (in particular, all non-empty 
scores for binary measures are equal to 1). 

Precedence matrix. If a query equally depends on several queries according to a 
considered measure, one can suppose that the dependency on the most recent among 
these queries is more significant. To take into account this plausible guess a prece-
dence matrix Prec is constructed. 

While dependencies between queries should be extracted, a search engine query 
log contains transactions (Fig. 3) where (Q, p) denotes a user transaction with p-th 
page of the results retrieved by query Q. 

The procedure of a triangle precedence matrix construction: moving across a time 
series we detect occurrences of new query Qi (i.e. a query image of which differs from 
images of all previously met queries) and rank previous queries Qj<i accordingly to 
increasing a time distance of their last occurrences to the first occurrence of Qi. The 
 

 
 Ti m e  se ss i on :                            | Q 1,0 |   (Q 1 , 1 )  |Q 2,0 |   (Q 2 , 1 )  (Q 1 ,3 )  |Q 3, 0 |    | Q 4 ,0 |  
 
 ca nd id a tes   
 to be  dep end ent :                         Q 1                    Q 2                                 Q 3         Q 4      .   
 
 tim e -o rd ered  s er ies    
 of ca nd id a te s                   e mp t y              Q 1                    Q 2        Q 1  
 to be  de te r m in ants                                                       Q 2         Q 1        Q 3     

 

Fig. 3. Constructing a precedence matrix of queries by transactions of a time session 
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ranks are inserted as i-th row into the matrix of precedence. For example, a prece-
dence matrix for a time session in Fig. 3 is  
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Decision rules. Decision rules select a “main” determinant of each dependent query 
among all of its determinants. A decision rule may use one or several measures. 

Example. Let Im(Q1)={A,B}, Im(Q2)={A}, Im(Q3)={B} and Im(Q4)={B,C} be 
images of the queries in Fig. 3. Dependency matrixes for overlap, symmetric differ-
ence, narrowing and broadening measures are: 
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Let a decision rule be used for each measure M and be sound as “select the most 

recent query among queries maximally influencing the dependent query according to 
M”. The dependency structures extracted by these rules are: 
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5   Results 

A 24-hour fragment of a query log of the major Russian search engine Yandex is used. 
Almost queries are queries in Russian, about 7% of queries are queries in similar 
Slavonic languages and 10% contain also English words (usually brand names). The 
Yandex log is very preferable since Slavonic languages ultimately simplify a part of 
speech tagging used to construct kernels and images. The only part of speech corre-
sponds to each dictionary word and non-dictionary words cause no trouble. 

The dataset was pre-processed to exclude users who are robots rather than humans. 
To do it a client discriminator threshold equal to 7 unique queries per 1-hour sliding 
window was used. 30-min intersession cutoff was used to segment observed transac-
tions into temporal sessions. The preprocessed dataset contains 755,319 users exe-
cuted 3,272,345 transactions in 1,135,656 time sessions. Sessions containing  
advanced queries (1.7% of all sessions) were excluded to simplify processing. 

Here, to describe a searching behavior we use four measures: overlap, symmetric 
difference, narrowing and broadening. To extract a final dependency structure two 
rules are used: an overlap rule based only on the overlap measure and “min∆” rule 
combining symmetric difference and overlap measures: 

— the most recent among queries which are the most influencing according to the 
overlap measure (overlap rule); 
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— the final determinant is selected among queries which have the minimum sym-
metric difference with a dependent query: the query which has the biggest overlap 
with the dependent query among them is selected. If several determinants fulfil this 
condition, the most recent of them is selected (“min∆” rule). 

Binary relations of narrowing/broadening are not used in these rules. However, we 
use them as features describing a search behavior extracted by these rules.  

Table 3 shows similarity of the results of the rules except a fraction of a branching 
search: the “min ∆” rule extracts much more cases of branching. Any non-linearity 
may occur only if a session contains at least 3 different queries (20.9% of all ses-
sions). We report fractions of branching sessions among these sessions in brackets. 
We can surely say that a branching search a frequent manner of execution of several-
query tasks. Branching commonly has a binary form (2.1 branches per branching). 
One of ~two branches usually contains only one query. Unfortunately, we did not 
consider time-ordering of long and small branches. 

Table 3. Characteristics of different search structures* 

Characteristics overlap rule “min ∆” rule 
Time sessions containing branching (%) 2.07%   (9.90%) 4.33%   (20.73%) 
Length of linear chains in:   

linearly executed linear chains 1.38 1.28 
non-linearly executed linear chains 1.55 1.41 
before branching 1.35 1.27 

Length of max & min branches in branching 1.63  1,06 1.52  1.04 
Number of branches in branching  2.1 2.1 

*All lengths are measured in a number of query modifications Q(i) → Q(i+1). 

 
Table 4 shows transitions between different kinds of query modifications Qi→ Qj 

detected in linear chains and presented in terms of narrowing/broadening. A differ-
ence between results of two rules application is not significant. 

Table 4.  Transition matrixes for sequences of modifications  in linear chains of 2+ queries 

overlap rule “min ” rule  
        final narrow  broad  other 
initial     .  .383   .115   .503 
narrow   .594  .073   .052   .281 
broaden. .742  .138   .027   .093 
other    .653  .076   .046   .225 

       final  narrow  broad  other 
initial         .356   .124   .521 
narrow   .753   .075   .042   .130 
broaden. .734   .146   .029   .091 
other    .680   .071   .046   .203  

The difference between the rules is huge in pre-branching query modifications and 
in branches (Table 5). While broadening in pre-branching and narrowing in branching 
is more expected and confirmed by the “min ∆” rule, the overlap rule mainly reveals 
opposite modifications: narrowing in pre-branching and broadening in branching. A 

common portrait of branching extracted by the overlap rule is AC
BCABCAB <→  

while the “min ∆” rule also frequently extracts AC
ADAAB <→  combinations. 
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Table 5.  Fractions of operations in pre-branching and in branches 

overlap rule “min ” rule  
              narrow  broad  other 
in pre-branching 47.8   6.8   45.4 
in branches      15.0  27.0   58.0

              narrow  broad  other 
in pre-branching 26.3  16.7   57.0 
in branches      49.7  11.7   38.6  

6   Conclusion and Further Work 

The results are: (1) a branching search is a frequent manner of an execution of several-
query tasks; (2) a number of branches is a little bigger than two; (3) one of the branches 
consists of only one query; (4) not only narrowing but also broadening branching is detected. 

This paper is devoted to the branching search. At the next step a convergent and re-
convergent search should be extracted and analyzed in terms of a searching behavior. 
Another, technical task is a complete implementation of the layered representation of 
a query. Now we use a “semi-layered” representation of a query by a kernel and an 
image. However, an image includes too different classes of words which should not 
“have the same rights” in a detection of query dependency (similarity): e.g., a bigger 
overlap of images mainly based on words belonging to the Others class is obviously 
less valuable than a smaller overlap based on Subjects class. This difference should be 
directly taken into account in a comparison of query images. 
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Abstract. Outlier mining, also called outlier detection, is a challenging research 
issue in data mining with important applications as intrusion detection, fraud 
detection and medical analysis. From the perspective of data, previous work on 
outlier mining have involved in various types of data such as spatial data, time 
series data, trajectory data, and sensor data. However, few of them have consid-
ered a constrained spatial networks data in which each object must reside or 
move along a certain edge. In fact, in such special constrained spatial network 
data environments, previous outlier definitions and the according mining algo-
rithms could work neither properly nor efficiently. In this paper we introduce a 
new definition of density-based local outlier in constrained spatial networks that 
considers for each object the outlier-ness with respect to its k nearest neighbors. 
Moreover , to detect outliers efficiently,  we propose a fast cluster-and-bound 
algorithm that first cluster on each individual edge, then estimate the outlying 
degree of each cluster and prune those that could not contain top-n outliers, 
therefore constraining  the computation of outliers to only very limited objects. 
Experiments on synthetic data sets demonstrate the scalability, effectiveness 
and efficiency of our methods.  

1   Introduction 

Outlier mining, which aims to find small amount of exceptional objects in a database, 
is an critical data mining task referred as outlier detection that has lots of practical 
applications such as telecom or credit card fraud detection, intrusion detection, finan-
cial and market analysis, and discovery of criminal activities. To detect outliers, a 
fundamental issue is how to define an outlier that is meaningful and applicable to the 
confined problem domains. The issue intuitively leads to the result that different out-
lying objects may be detected with respect to different outlier views.  

Recent researches on outlier mining, viewing from the data perspective, detect out-
liers in various kinds of data ranging from trajectory database [11], time-series data 
[12], software engineering data[13], to stream data [14, 15], and RFID data [16]. 
However, few of them have considered outliers in constrained spatial networks data. 
While constrained spatial network datasets have distinguished data characteristics, 
and as existing solutions could not work well such data, we need special definitions 
and mining algorithms to detect outliers in such datasets. Outlier mining in spatial 
networks could find applications in traffic analysis on road networks.  
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The mission of this paper is to discover local outliers efficiently in constrained spa-
tial networks. Constrained spatial networks data are usually modeled as graphs in re-
search, and the data takes several outstanding as well as distinguished characteristics. 
Firstly, objects in constrained spatial networks behave linearly and sequentially locally 
on each edge. Neighbors of an object p in the spatial networks can be obtained by just 
walking along the line. The neighbors will usually distribute sequentially and linearly 
away from p, instead of surrounding p as the case in traditional data. Secondly, unlike 
traditional data, we can never know the distance between objects unless we travel 
around the edges, so in constrained spatial networks the seeking for nearest neighbors 
would be much more costly than that in traditional data. As can be seen in Figure 1, that 
though P1’s nearest neighbors seem to be P2, P3, P4 in Euclid Distance, but in fact they 
are rather far away from P1 on spatial networks. When we detect outliers in constrained 
spatial networks data, we should employ such local-linear distribution rules, meanwhile 
reducing the computation of KNN search on spatial networks. 

 

Fig. 1. A spatial network G 

In this paper, we introduce a simple and applicable definition of outlier in spatial 
networks data, and outliers are those who are sparse and isolated with respect to their 
k nearest neighbors in the spatial networks. In addition, in order to find top-n local 
outliers efficiently, an efficient cluster-and-bound algorithm is proposed. After clus-
tering individually on each edge, we estimate for each cluster its outlier-ness lower 
and upper bounds, clusters will be immediately exempt from candidate outlying clus-
ters if they can not contain top-n outliers, thus avoiding the high computation cost of 
estimating outlier-ness value for each object. In other words, we reduce the computa-
tion of outlier-ness values from all the objects to only a small amount of data. Hence, 
our solution could achieve good performance. Our contributions are as follows: 

- We introduce the interesting and applicable problem of local outliers in constrained 
spatial networks. 

- We develop an efficient algorithm for mining top-n local outliers in spatial net-
works, and perform extensive experiments on synthetic datasets. 

The rest of the paper is organized as follows. Session 2 surveys related work.  
Session 3 gives the definitions of outliers in constrained spatial networks data. An 
algorithm is provided to efficiently detect outliers in Session 4, and we evaluate the 
performance of the algorithm in Session 5.  
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2   Related Work 

Existing approaches to outlier mining can be classified into five categories. Distribu-
tion-based approaches need some known distribution models be provided and de-
ployed, objects that deviate from the distribution are exposed as outliers [1]. These 
distributions are usually univariate and would work poorly when the data is multidi-
mensional. In Depth-based approach each object is represented as a point in a k-d 
space, and is assigned as depth. Those with smaller depth will be in outer layers and 
be detected as outliers [2].This method can avoid the serious problems of both distri-
bution fillings and poor performance at multidimensional data suffered by distributed-
based approaches, however, it does not scale well to high dimensional data. There are 
generally two notions of distance-based outliers, which are DB (p, D) –outlier [3] and 
Kth-Distance based outlier [4] in which outliers are those that are much further away 
from their Kth neighbor. In clustering approach each object is usually assigned a de-
gree of membership to each of the clusters, and outliers are those who do not fit to 
any cluster [5, 6, 7]. Therefore these methods discover outliers as byproducts, are 
usually not optimized for outlier mining. In density-based approach [8 ,9], each object 
has a local outlying factor and outliers are those that are isolated or sparse with re-
spect to its k nearest neighbors, but the main drawback is that the computation cost on 
local reachablility distance is rather expensive.  

3   Definitions 

Definition 1. Spatial Distance SDist (p,q) is the shortest reachable distance between p 
and q along the spatial path. If p and q reside on the same edge e, then SDist (p,q) is 
the direct distance between p and q on edge e. Otherwise, we would have to resort to 
the ideas like dijkstra to compute SDist (p,q). 

Definition 2. NK(p) is the set of p’s k nearest neighbors, which are the most nearest k  
objects to p in G. 

Definition 3. SKDist (p) is the sum of shortest reachable distances between p and 
each object in NK(p), which is the set of p’s k nearest neighbors.  

( )

( ) ( , )
kq N p

SKDist p SDist p q
∈

= ∑  

Definition 4. MaxKDist(p) is the distance between p and its Kth nearest spatial 
neighbor. 

( ) max{ ( ) | ( , )}kMaxKDist p q N p SDist p q= ∈  

Definition 5. MinKDist(p) is the distance between p and its nearest neighbor in the 
spatial networks. 

( ) min{ ( ) | ( , )}kMinKDist p q N p SDist p q= ∈  

Unlike traditional datasets where an object may center at a circle and be surrounded 
by many neighbors, in constrained road networks, p’s nearest neighbors distribute 
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near linearly along the edges, instead of surrounding p. We can know where the next 
neighbor is just by walking along the edge. 

Definition 6. Local sparsity factor LSF(p) is the degree to which p is exceptional, 
outlying or isolated with respect to its k nearest neighbors.  

( )

| ( ) | ( )
( )

( )
k

k

q N p

N p MaxKDist p
LSF p

MaxKDist q
∈

=
∑

i
 

The definition is based on the observation and characteristics that, instead of sur-
rounding p, p’s neighbors, usually distribute along the edges in a linear-like way. For 
instance, if p’s k nearest neighbors are close to each other, but all of them are rather 
far way from p, then LSF(p) value would be high, and p would be selected as an out-
lier. Our definition differs from the LOF definition in [8] in that we take both local 
density and nearly linear neighborhood distribution features into consideration, 
meanwhile avoiding the expensive computation cost of reachable distance. 

Definition 7. A constrained spatial networks cluster is the set of nearby objects that 
are close and next to each other. In this paper we represent a cluster as a quad-tuple 
cluster(cid, e, O, len), with cid being the identifier of the cluster, e being the edge 
where the cluster resides, O is the set of objects in the cluster, and len is the distance 
between the first and the last object along the e.  In this paper a cluster can only locate 
on one edge, not across several edges. 

Definition 8. NK(Clusteri) is a set of clusters that contain the k nearest neighbors of 
any object in Clusteri. 

Definition 9. MinKDist(Clusteri) is the minimal reachable k-distance of Clusteri, the 

distance that is equal or lower than min( | ( ))ip cluster MaxKDist p∈ . 

Definition 10. MaxKDist(Clusteri) is the maximal reachable k-distance of icluster , 

the distance that is equal to max( | ( ))ip cluster MaxKDist p∈ . 

Definition 11. LSF(Clusteri) is the outlying degree of Clusteri, this value is dependent 
on the LSF value of each object in Clusteri.  

Definition 12. LSF(Clusteri)min is the lower bound of the outlier-ness value of the 
cluster.  

min

( )

| ( ) | ( )
( )

( )
q k

k i
i

q
cluster N cluster

N p MinKDist cluster
LSF cluster

MaxKDist cluster
∈

=
∑

i
 

Definition 13. LSF(Clusteri)max is the upper bound of the outlier-ness value of the 
cluster.  
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max

( )

| ( ) | ( )
( )

( )
q k

k i
i

q
cluster N cluster

N p MaxKDist cluster
LSF cluster

MinKDist cluster
∈

=
∑

i
 

Definition 14. MaxDist(Ci, Cj)is the max spatial distance between any two objects in 
Ci and Cj; MinDist(Ci, Cj) is the minimum distance for any two objects in Ci and Cj. 

 

Fig. 2. MaxDist(C0, C1) and MinDist(C0, C1) 

4   Mining Top-n Local Outliers in Constrained Spatial Networks 

4.1   A Naive Top-n Outlier Mining Algorithm 

For any object p in spatial networks G, we search (and store) its k nearest neighbors, 
meanwhile we compute the value of MaxKDist(p); Thirdly, we compute LSF value 
for each object using Definition 5; Finally, we sort all the objects in G by their LSF 
values in descending order, and output the top-n local objects as outliers. 

4.2   An Optimized and Efficient Cluster-and-Bound Top-n Local Outlier Mining 
Algorithm 

In this chapter, we first introduce a simple clustering algorithm in spatial networks, 
followed is a lemma that could help us determine a cluster’s k nearest neighbor clus-
ters in a much more precise way, after that we propose an efficient algorithm that 
estimates the LSF lower and upper bounds given its k nearest neighbor clusters. 
Thereafter, using the LSF values of the clusters, we prune, meanwhile determine the 
candidate outlying clusters, finally we compute the LSF values for each object in the 
candidate clusters and output the top-n objects with the highest LSF values. 

In algorithm 1, ξ  is a distance threshold that can be an input parameter, as well as 

a distance determined by the algorithm. It could also be possible that different edges 

can cluster using different values ofξ . Objects that are within  ξ  distances will be 

categorized in the same cluster. We expect to bound each cluster’s LSF value, subse-
quently, we have to determine its k nearest neighbor clusters stated in definition 7. 
Moreover, in order to involve as less clusters as possible when we are finding a clus-
ter’s k nearest neighbor clusters, Theorem 1 is introduced. 
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Theorem 1.  Stop conditions for the search of k nearest neighbor clusters. Ci is a 
cluster on edge e, AQ is the set of Ci’s nearest neighbor clusters along the edge, and 
VQ is that of its nearest neighbor clusters reverse the edge. Clusters in both AQ and 
VQ are in ascending order according to their network distances to Ci. Ca is the next 
neighbor cluster of Ci along e, Cv is the next Cal neighbor cluster of Ci reverse e , and 
Cal is the last cluster in AQ, Cvl is the last cluster in CQ. If the following three condi-
tions are satisfied, 

a). |AQ| + |VQ| ≥  k 
b). MaxDist(Ci , Cal) ≤   MinDist(Ci , Cv) 
c). MaxDist(Ci , Cvl) ≤   MinDist(Ci , Cal) 

Then Ci’s k nearest neighbor clusters must be in AQ union VQ, and we can stop 
searching for them.                                                                                                       , 
In algorithm 2, we compute, for each cluster Ci, its MinKDist and MaxKDist values, 
as defined in defintions 9 and 10. Line 3-6 is to make sure that the number of objects 
in Q and Ci is just equal or larger than k, so we can compute the value of MinKDist 
(Ci). Similarly, in line 9-12 we compute the value of MaxKDist(Ci).  

In algorithm 3, we compute, for each cluster , its LSF(Ci)min and LSF(Ci)max values, 
according to definitions 12 and 13. 

After we have LSF(Ci)min and LSF(Ci)max values for each cluster Ci, we begin the 
rank top-n outliers procedure. Initially the candidate sets CandSet include all the clus-
ters, firstly we fetch n clusters, sort them in descending order according to their 
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LSF(Ci)min values, and label the last one as outlier threshold o_t ; for the rest clusters, 
if its LSF(Ci)max value is smaller than o_t, then we remove it from CandSet as it can not 
contain the top-n outliers; Otherwise, we compare its LSF(Ci)min value with o_t, if it is 
greater than the latter, then we resort the top-n clusters and update the value of o_t. 
Once we have scanned all the clusters, we compute LSF(p) for each object p in Cand-
Set. Finally, we output the top-n objects with the greatest LSF(p) values as outliers. 

5   Experimental Results 

We evaluate the performance of our proposed cluster-and-bound algorithms on real 
datasets of sub-networks of the San�Francisco road map, and objects on the road 
networks are generated by brinkhoff network data generator [17]. Brinkhoff generator 
has several parameters, as can be seen in figure 3, “Objects agility” is the degree to 
which the objects are active on the road networks, “cluster queries” is the percentage 
of the total queries that could be clustered together. “Number of NNs” is completely 
identical to K in this experiment, that is, how many nearest neighbors we are going to 
find for the query. “olratio” is the outlier ratio. Both the naive method(we call it N-
TOP-N-OD) and cluster-and-bound algorithms for mining outliers are implemented. 
All algorithms are implemented in Java a on PC with a Pentium 4 CPU of 2.4GHz, a 
memory of 512Mb. 

 

        Fig. 3. parameters                Fig. 4. runtime compare          Fig. 5. runtime with k vlaues 

Figure 4 investigates the influences of number of objects (ranging from 10K to 
200K) on spatial networks to naive method and cluster-and-bound algorithms. In this 
experiment, we fixed the values of the parameters. The result is that cluster method 
outperforms the naïve method. As can be seen in figure 4, while for the cluster-and-
bound method runtime increased linearly with the number of points, runtime for the 
naïve method increased almost exponentially. The reason is that the former method 
has a much smaller time complexity than the latter as it dismisses most objects that 
could not possibly become top-n local outliers in batch. 

Figure 5 plots the time cost with the changing values of k. We fix number of ob-
jects at 5K, Cluster of queries at 40%, and object agility is set to 0. The computation 
time keeps increasing with k as the greater the k value is, the more  traversing and 
computation are needed when we are targeting the k nearest neighbor clusters and k 
nearest neighbor objects.One problem exposed is that is our cluster-and-bound algo-
rithm is somewhat vulnerable to value of k. 
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Abstract. Classification with concept-drifting data streams has found wide ap-
plications. However, many classification algorithms on streaming data have been 
designed for fixed features of concept drift and cannot deal with the noise impact 
on concept drift detection. An incremental algorithm with Multiple Semi- 
Random decision Trees (MSRT) for concept-drifting data streams is presented in 
this paper, which takes two sliding windows for training and testing, uses the 
inequality of Hoeffding Bounds to determine the thresholds for distinguishing 
the true drift from noise, and chooses the classification function to estimate the 
error rate for periodic concept-drift detection. Our extensive empirical study 
shows that MSRT has an improved performance in time, accuracy and robustness 
in comparison with CVFDT, a state-of-the-art decision-tree algorithm for clas-
sifying concept-drifting data streams. 

Keywords: Data Streams, Concept Drift, Random Decision Trees, Classification. 

1   Introduction 

Streaming data are widespread along with the rapid development of information 
technology, such as Internet search requests and telephone call records. Owing to the 
special characteristics of streaming data, which are continuous, high-volume, 
open-ended and fast-paced, traditional mining algorithms cannot adapt to mine in real 
time from these data environments. As concept drift[1] exists widely in data streams, it 
is a challenge to find the drifting rules and apply them into the drift prediction in 
real-world applications. 

Some mining algorithms for data streams with concept drift have been proposed. 
For instance, an algorithm for mining decision trees from continuously changing data 
streams called CVFDT was proposed by Hulten et al[2], which makes use of a sliding 
window strategy to construct alternative sub-trees for each node, and replaces the old 
tree with a new tree. An efficient and accurate cross-validation decision tree  
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ensembling method was proposed by Wei Fan for improving the accuracy of classi-
fication[3]. Another ensemble learning algorithm was proposed by Zhang and Jin, which 
furnishes training data for basic classifiers and provides effective voting[4]. However, 
these algorithms classify on certain features of concept drift and ignore the effect of 
noise on the concept drift detection. Therefore, how to detect different types of concept 
drift and how to reduce the negative effect from noise are important problems.  

To overcome these limitations, an algorithm called MSRT is presented in this paper, 
which starts with the SRMTDS algorithm (Semi-Random Multiple Decision- Tree 
algorithm for Data Streams)[5] for the problem of concept-drifting data streams. MSRT 
takes two sliding windows with pre-defined thresholds, generates different alternative 
sub-trees for different nodes, uses the inequality of Hoeffding Bounds[6] to distinguish 
between the true concept drift and the noise, adjusts the training window and test 
window dynamically to adapt to the concept drift and reduces the effect from noise on 
concept-drift detection. Our extensive study shows that MSRT outperforms CVFDT on 
run-time, accuracy and the robustness. 

2   Related Work: SRMTDS  

SRMTDS is an ensembling algorithm with SRDT (Semi-Random Decision Trees) for 
the classification of data streams, which creates multiple trees with an initial height of 
h0 in a semi-random strategy, uses the inequality of Hoeffding Bounds to determine the 
split thresholds of nodes with numerical attributes, and introduces a Naïve Bayes 
method for more accurate class labels.  

2( ) 1 , ( ln(1 )) 2P e e R nε δ ε δ≥ − = − =  (1) 

The inequality of Hoeffding Bounds is given in Eq(1). Consider a real-valued ran-
dom variable e whose range is E. Suppose we have made n independent observations of 
this variable and computed their mean e , which shows that, with probability 1-δ , the 
true mean of the variable is at least e -ε . The value of R is log2(M(c)), where M(c) is 
the count of class labels. 

The generated trees in SRMTDS satisfy the upper bound on the generalization error 
of the model of ensemble classifiers, which is given by Breiman[8] as follows, 

2 2 2(1 ) (1 1)PE p s s p s≤ − = −  (2) 

where s  is the measure of classification accuracy of a classifier and p  is the de-
pendence between classifiers. Because the generation of each tree in SRMTDS is in-
dependent and there are no interactions between each other when classifying, the value 
of p  is small. While the value of s  is not fixed due to the randomized method used in 
SRDT, the probability that the ensemble of SRDT is an optimal model is estimated in 
Eq(3), i.e., the ensemble model of SRDT is optimal under the circumstances of the 
confidence of at least

0
( ( ), , )P M Att N h . 

( )
-1-1 00 22

0
( ( ), , )=1- (1- ) = 1 1 1 ( )

hh NNP M Att N h p M Att− − ii
 (3) 
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3   The MSRT Algorithm 

3.1   Concept Drift 

A concept in data streams can be a class label or the distribution rules of several at-
tributes in the given instances. The change modes of a concept can be divided into two 
types of “concept change” and “sampling change” by their different change patterns[9]. 
Concept change refers to the change of the underlying concept over time, which can be 
further divided into concept drift and concept shift. Concept drift is about a gradual 
change of the concept[1] and concept shift describes abrupt changes between different 
concepts[10]. Sampling change is also called sampling shift[11] or virtual concept drift[1] 
and refers to the change of a data distribution. 

3.2   Algorithm Description 

The proposed algorithm of MSRT based on SRMTDS is designed for the classification 
of concept-drifting data streams, which has three new features. First, it generates di-
verse alternative sub-trees at decision nodes. Second, it uses two thresholds to distin-
guish the true concept drift from the noise. Finally, it classifies the test data in a voting 
mechanism for the majority class. The main process of the algorithm is described as 
follows. 

 
Algorithm MSRT {DSTR, DSTE, A, N, h0, δ,τ , nmin, WinSize, 

CheckPeriod, TestSize } 
Input: Training set: DSTR = {TR1, TR2, …, TRm}; Test set: DSTE = {TE1, 

TE2, …, TEn}; Attribution set: A = {A1, …, AM(Att)}(M(Att) is the 
count of attributes in the database); Initial height of tree: h0; The 
number of minimum split-examples: nmin; Confidence: δ; Tie 
threshold:τ ; Split estimation function: G(•); The number of 
SRDT: N; The size of training window: WinSize; The checking 
period for constructing alternative subtrees: CheckPeriod; The 
size of testing window for alternative subtrees: TestSize; The 
class labels of classification in N–SRDT trees: ClassLabels;  

Output: the class labels of classification on the testing instances 
1.  for( i = 1; i<= N; i++)    
2.  {     Create_SRDT(A, Ti, h0);  
3.    for(TRj�DSTR, j is from 1 to m)  
4.   {  Travel tree from the root to the decision node nodecuri 
; 
5.    if(the number of observed instances ncuri >= nmin) 
6.  {  Update_Estimate(Ti , TRj , nmin, δ, τ , G(•));  }   
7.        if(the count of observed training instances at Ti   

              –countTi % CheckPeriod == 0 ) 
8.       {  Generate the alternative subtree of nodecuri  };                      
9.       if( nodecuri has the subtree ) 
10.          if(ncuri % TestSize = = 0 ) 
11.         {  Adjust the sizes of training and test windows; }            
12.  if(countTi ≥  WinSize ) 
13.  {   Forget the old data;  }       
14.     } 
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15.     for(TEj�DSTE, j is from 1 to n)        
16.       ClassLabels[i] = ClassifyTestSet(Ti , TEj );  
17.  } 
18.  return FindClassifyingResults(ClassLables);    

 

Algorithm MSRT generates N SRDT trees in the semi-random strategy in Step 2 as 
the same with that of SRMTDS. In Steps 3~6, the information of nodes is updated 
incrementally. When the statistical count satisfies the threshold of nmin at the growing 
nodes with continuous attributes, the heuristic method of Information Gain combined 
with the inequality of Hoeffding Bounds is used to compute the split-threshold and the 
attribute value with the highest information gain will be selected as the final cut-point.  

Steps 7~8 construct different alternative sub-trees for different types of nodes when 
the number of instances at the current node is over the split-threshold. For a node with a 
numerical attribute, create a sub-tree with the same split-attribute at the root as the node in 
the original tree; for a node with a discrete attribute, generate a sub-tree and select from 
the available attributes randomly as the split-attributes. The growing process in the 
sub-tree follows the method in SRDT and a second new alternative sub-tree could not be 
generated until the current sub-tree replaces the corresponding branch of the original tree. 

The periodic scanning process of the nodes in the tree takes place in Steps 9~11. 
Compute the error rates of classification of the passed node and the root node in its 
alternative sub-tree and judge whether the concept drift appears or not. If drifting 
concepts are detected, some measures are taken to react to this change. The details will 
be introduced in the Section 3.3. 

Steps12~13 judge whether the size of the current training data is overflowed, and if 
so, the old data in the current training window are discarded by their “ages”, i.e., the 
principle of “first in, first out” is applied here. 

The last step is to classify the testing data by the estimation function of the majority 
class, since Naïve Bayes is not suitable for databases that have strong dependencies 
among data attributes. Finally, the class label with the maximum probability classified 
by the N trees with the voting mechanism is determined as the result of classification 
for each test instance. 

3.3   Dealing with the Concept Drift  

The method of two sliding windows presented in this paper is based on the time- 
window idea for both training and test windows, which seeks to improve the per-
formance by dynamically adjusting the sizes of windows. The sizes of training and test 
windows are adjusted with two thresholds of p and q and their values are defined with p 
= k1 ε , q = k2 ε ( k1 > k2) by the inequality of Hoeffding Bounds, which satisfy the 
following formula, 
 

                1 1
(| | ) 1 ,P e e p p kδ ε− ≥ = − = ,  2 2

(| | ) 1 ,P e e q q kδ ε− ≥ = − =             (4) 

where e  and e  are the error rates of classification of the current node in the original 
tree and the root node in its sub-tree, n is the number of instances at the current node, 
and the value of ε  satisfies Eq(1). If the value of e+ (=| e e− |)) is not less than that of 
p, a concept drift appears, the alternative sub-tree replaces the corresponding branch, 
the size of the training window is shrunk by the size of the test window, and the size of 
the test window is reduced to a half of the original size, which benefits for a rapid 
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concept drift. If the value of e+  is in the bound of (q, p), it is considered as noise, 
hence the size of the training window is unchanged, while the size of test window is 
extended by a half of its original size, which is beneficial to reduce the impact of noise 
on drift detection. Otherwise, if the value of e+  is less than q, there is no concept drift 
or the drift rate is very slow so that the size of the training window is increased by the 
size of the test window and the size of the test window is set to the default value.  

3.4   Complexity Analysis   

The time cost at nodes with discrete attributes during training is much less and the 
worst case is O(M(Att)/(M(Att)-H(node)+1)) (where H(node)(≤h0≤M(Att)/2) is the 
height of the current node), and the main time complexity is on the nodes with nu-
merical attributes, which is O(mj

A) (mj
A is the number of distinct values of attribute Aj) 

in MSRT and SRMTDS, but is up to O(Σjmj
A) in CVFDT (j =1, …, M(Att). On the 

whole, the time complexity of each instance is O(Ls M(CAtt)VM(c)) for MSRT, 
O(LcM(Att)VM(c)) for CVFDT and O(LtM(Att)VM (c)) for SRMTDS (Ls and Lc are the 
maximum path length multiplied by the number of alternative sub-trees in MSRT and 
CVFDT respectively, Lt is the maximum path length in SRMTDS, CAtt is the number 
of numerical attributes, and V is the maximum number of attribute values). MSRT 
performs better on time than CVFDT, especially for discrete databases. However, 
SRMTDS does not need to construct alternative sub-trees and so the time overhead of 
training is always less than that of MSRT. With respect to the time complexity of 
classification, it is O(M(c)) of each leaf node for all these algorithms. 

The space overhead is relevant to the features of attributes in a given database for 
these three algorithms, which is O(TnM(Att)VC) (Tn is the total number of nodes in all 
trees). Each non-leaf node only keeps the information about the current split attribute in 
MSRT and SRMTDS, while each node holds the information of all attributes in 
CVFDT. Therefore, the approximate ratio of their space consumption at each non-leaf 
node is 1/M(Att). However, the space overhead at a leaf node is generally equivalent for 
MSRT and CVFDT, but is much more than that of SRMTDS.  

4   Experimental Evaluations 

Experiments are conducted to verify the validity of MSRT in streaming data with dif-
ferent types of concept drift. The parameters are set as follows: ε = 10e-7,τ = 0.05, nmin 
= 300, the size of the training window - WinSize = 50k (1k = 1000), the size of test 
window - TestSize = 10k, N = 5, h0 = 2, p = 3ε , q =ε  in MSRT, and the size of the 
sliding window = 50k in CVFDT. All experiments are performed on a P4, 2.66 GHz PC 
with 512M main memory, running Windows XP Professional. These three algorithms 
are written in Visual C++. net. 

4.1   Databases for Experiments 

HyperPlane is a benchmark database for data streams with concept drift, which is de-
noted by equation: 01

d

i iw x w=∑ (d = 50). Each vector of variables (x1, x2, …, xd) is a 
randomly generated instance and is uniformly distributed in the space [0, 1]d. 
If 01

d

i iw x w=∑ , the class label is 1, or else 0. The bound value of coefficient iw is [-10, 
10] and each default value is generated at random. The value of iw  increases or  
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decreases continuously by the value of iw+  till it is up or down to the boundary, and 
then it changes the direction. Noise is introduced randomly by r % and the default value 
is 5. Besides, the value-changing direction of wi can be shifted into the opposite direction 
by the probability of pw (=10%) after Ne instances are generated. Accordingly the value 
of w0 is changed with the change of wi. In order to simulate the state of concept drift, 
choose k dimensions of attributes to change their values of wi and k is initialized as 5. 

STAGGER is a standard database to test the classification algorithms’ abilities in the 
concept-shifting data streams[12]. In this database, each instance consists of three at-
tribute values: color�{green, blue, red}, shape�¶triangle, circle, rectangle♦, and 
size�¶small, medium, large♦. There are three alternative underlying concepts, A: if 
color =��red and�size =�small, class = 1; otherwise, class =�0; B: if color =�green 
and�shape =�circle,  class =1; otherwise, class =�0; and C: if size = medium� or large, 
class =�1; Otherwise, class =�0. The randomly generated instances for our experiments 
contain 4k concepts and each concept generates 1k random instances. The initial con-
cept begins with A, and these three concepts can transfer to each other. The drifting 
details are as follows: A → B, B → A, and C → B with a shifting probability of 25%; 
and A → C and C → A with a shifting probability of 75%. 

The KDDCup99 database[7] is a database for network intrusion detection, which is 
simulated as streaming data with the sampling change in [9]. 

4.2   Performance Analysis 

Some denotations used are introduced as follows. SRDS_M and SRCD_M indicate the 
classification strategies of Majority Class (M) used in SRMTDS (SRDS) and MSRT 
(SRCD). Each database name consists of the name of the database + the size of the 
training database + the size of the test database + the type of the database (C: numerical, 
D: discrete, CD: hybrid) + the number of attribute dimensions. T+C Time is the 
training + test time (MSRT runs in a simulated parallel environment of multiple PCs, 
and the time overhead is computed by the largest one in N trees). Memo is the overhead 
of memory and only the space cost of a single tree is listed in the tables. 

The experimental results for the HyperPlane database are listed in Table 1, which 
demonstrate that the training time of MSRT is only 51.1% of that of CVFDT. Because 
it generates the alternative root node with the same split attribute as the node with a 
numerical attribute in the original tree, the time overhead of computation is O(1) while 
it is up to O(M(Att)) in CVFDT. There is no difference on the time of classifica- tion 
between SRMTDS and MSRT, while a little more cost of training time is needed in 
MSRT (about 0.7 times) than that of SRMTDS. About the space overhead: it is the least 
in SRMTDS, and in MSRT it changes from a half of that of CVFDT for 100k instances 
to 0.85 times for 500k instances. 

Table 1. The experimental results from the HyperPlane database 

(T+C) Time(s) Memo (M) Size 
(10k) CVFDT SRCD_M SRDS_M CVFDT SRCD_M SRDS_M 

10 72+8 32+8 31+8 67 30 34 
30 303+9 132+8 88+8 94 57 24 
50 512+8 235+9 154+8 105 89 32 
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Figures 1 presents the curves of the classification results at every 10k instances for 
STAGGER database with 4000k instances, which show that the error rate in MSRT is 
lower than that of CVFDT.  

 
 

Fig. 1. Classification on STAGGER database Fig. 2(a). Classification on HyperPlane 
database in CVFDT 

Table 2. The experimental results from KDDCup99 database 
 

Algorithm CVFDT SRCD_M SRDS_M  
KddCup99-33w-5.9wCD-41 

Error-rate (%) 5.9236 2.442 2.22 
(T+C)Time (s) 90+4 90+4 109+20 

Memo (M) 15 12 5 

Table 2 lists the experimental results for the KDDCup99 database, which show that 
the error-rate of classification in SRCD_M is lower than that of CVFDT. 

  

Fig. 2(b). Classification on HyperPlane data-
base in SRCD_M 

Fig. 2(c). Classification on HyperPlane data 
base in SRDS_M 

In another dimension, our experiments compare the robustness between CVFDT, 
MSRT and SRMTDS on the HyperPlane database with the noise rate varying from 5% 
to 30% in Figures 2-(a), (b) and (c), which show that the accuracy of classification in 
MSRT has improved from 2% to 10% in comparison with both of CVFDT and 
SRMTDS. One reason for the improvement is that MSRT adopts a semi-random 
strategy, by which the process of selecting attributes is independent on the distribution 
of classes. The other reason is that two thresholds are defined to distinguish noise from 
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the concept drift, which are beneficial to weaken the impact of noise on the detection of 
concept drift.  

5   Conclusion 

An incremental algorithm of MSRT has been proposed in this paper, based on our 
previous work of SRMTDS, which uses two sliding windows and two thresholds de-
fined in the inequality of Hoeffding bounds. MSRT can adapt to the data environment 
with diverse types of concept drift and reduce the impact of noise on concept drift 
detection. Our experiments have shown that MSRT has an improved performance in 
time, accuracy, and robustness as compared with CVFDT. How to find the optimal 
thresholds of parameters and the sizes of windows for distinguishing the different 
features of concept drift and noise, how to further decrease the overhead of space and 
how to deal with possible periodic concept drift in streaming data are our future work 
with MSRT. 
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1 Introduction

Social tagging systems, such as Delicious, My Web 2.0, Flickr, YouTube, have
been very successful and attracted hundreds of million users. User provided tags
of an object/page can be used to help the user re-find the object through search
or share the customized object with other people.

Instead of waiting for a user to find and input the appropriate words to tag
an object, we propose to automatically recommend tags for user to choose from,
a process that requires much less cognitive effort than traditional tagging. In
particular, we formalize the tag suggestion problem as a ranking problem and
propose a new probabilistic language model to rank meaningful tags, including
words or phrases, for bookmarks. Besides, we adapt the probabilistic language
model to tag users. The user tags can be viewed as recommended queries for
the user to search documents. They can also be used as meta data about the
users, which could be beneficial for people search or person recommendation.
The effectiveness of the proposed techniques are demonstrated on data collected
from del.icio.us.

2 Tag Suggestion by Automatic Labeling Tagging Logs

In this section, we introduce a probabilistic approach to automatically generate
tag suggestions by labeling language models estimated from tagging logs. In the
rest of this paper, d is a web document, a tag t is a short text segment and
V is the vocabulary of all possible tags. A bookmark, r, is a sequence of tags
r[T ] = t1t2...tl, selected by a user r[U ] to mark a web document r[D] in a social
bookmarking system.

2.1 Candidate Tag Generation

To find a set of candidate tags, the most straight forward way is to use the words
and phrases in the web document. However, the vocabulary used in a web docu-
ment could also be quite different from the tags used by real users. One method
is to generate such candidate tags from the tagging logs. We analyzed the tag log

C. Tang et al. (Eds.): ADMA 2008, LNAI 5139, pp. 741–748, 2008.
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and found that a bookmark has the following characteristics: 1) each bookmark
is usually a sequence of tags instead of a single tag; 2) people usually use mean-
ingful phrases rather than single words as tags (e.g., “funny ideas,” “learning
lessons,” “ESL English”); 3) there is usually no explicit segmentation of tags in
a bookmark; and 4) the sequence of tags doesn’t follow syntax rules. Motivated
by this observation, we extract phrases by ranking word ngrams based on statis-
tical T test similar to [8]. Another method is to rely on an outside dictionary to
extract candidate tags. Again, we need to guarantee that the candidate tags are
likely to be used as tags by real web users. Therefore, it is reasonable to extract
tags from a collection of user generated text collection rather than from other
sources such as a dictionary. In our experiments, we use the titles of every entry
in Wikipedia1 as candidate tags.

2.2 A Probabilistic Approach to Tag Ranking

To rank the tags based on their relevance to a web document, we borrow the
ranking methods in retrieval. In this work, we follow the language modeling
retrieval framework, and represent a tag and a web document both with a un-
igram language model. Formally, we extract a unigram language model, or a
multinomial distribution of words from a web document d and a candidate tag
t, denoted as {p(w|d)} and {p(w|t)} respectively. Since we do not rely on the
actual content of d, we alternatively estimate p(w|d) based on the social tagging
logs. Specifically, we have

p(w|d) =
∑

r c(w, r[T ]) · I[r[D] = d]∑
w′
∑

r c(w′, r[T ]) · I[r[D] = d]
(1)

where I[S] is an indicator function which is set to 1 if the statement S is true
and 0 otherwise, and c(w, r[T ]) is the occurrence of word w in the tags r[T ].

Once we estimated a language model for d, the problem is reduced to selecting
tags to label such a multinomial model of words. The easiest way is apparently
using words with largest p(w|d). This method may have problem because it is
usually hard to interpret the meaning of a distribution of words from just the
top words because the top words are usually obscure and only partially captures
the information encoded by the whole distribution [11]. Instead, we expect la-
bels that could cover the semantics conveyed by the whole distribution (e.g., a
distribution with top words like “tree”, “search”, “DFS”, “prune”, “construct”
is better to be labeled as “tree algorithms” rather than “tree”). We then follow
[11] and present a probabilistic approach to automatically label the document
language model p(w|d). The basic idea is that if we can also extract a language
model from a tag t, we could use the Kullback-Leibler (KL) divergence to score
each candidate tag. Specifically,

f(t, d) = −D(d||t) =
∑
w

p(w|d) log
p(w|t)
p(w|d)

. (2)

1 http://en.wikipedia.org
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How to estimate p(w|t) is however tricker. The simplest way is to estimate
p(w|t) based on the word frequency in a tag. However, a tag is usually too short
(e.g., 1 or 2 words) to estimate a reliable language model. If we embed such
an estimate in Equation 2, we need to smooth the tag language model so that
∀w, p(w|t) > 0 [15]. When a tag is very short, such a smoothed language model
would not be trustable. Indeed, in this case f(t, d) will be similar to count the
occurrence of t in all bookmarks of d.

We need to find a reliable language model p(w|t) in an alternatively way. One
possibility is to approximate p(w|t) from the collection of tagging logs C, and
estimate a distribution p(w|t, C) to substitute p(w|t). Similar to [11], we can
rewrite Equation 2 as

f(t, d) =
∑
w

p(w|d) log
p(w|t, C)
p(w|C)

−
∑
w

p(w|d) log
p(w|d)
p(w|C)

−
∑
w

p(w|d) log
p(w|t, C)
p(w|t)

=
∑
w

p(w|d) log
p(w, t|C)

p(w|C)p(t|C)
−D(d||C) + Bias(t, C). (3)

From this rewriting, we see that the scoring function can be decomposed into
three components. The second component D(d||C) is irrelevant to t, and can
be ignored in ranking. The third component −

∑
w p(w|d) log p(w|t,C)

p(w|t) can be
interpreted as the bias of using C to approximate the unknown language model
p(w|t). When the t and C are from the same domain (e.g., if we use C to extract
candidate tags), we can fairly assume that such bias is ignorable. Therefore, we
have

f(t, d) rank=
∑
w

p(w|d) log
p(w, t|C)

p(w|C)p(t|C)
= Ed[PMI(w, t|C)]. (4)

Please note that log p(w,t|C)
p(w|C)p(t|C) is actually the pointwise mutual information

of t and w conditional on the tagging logs. f(t, d) can thus be interpreted with
the expected mutual information of t and a word in the document language
model. Estimating PMI(w, t|C) is straight forward, since we use efficiently find
p(w, t|C), P (w|C) and P (t|C) that maximize the likelihood that each word is
cooccurring with t in the tagging records. Specifically, we have

p(w, t|C) =
∑

r∈C c(w, r[T ]) · I[t ∈ r[T ]]∑
w′
∑

t′
∑

r∈C c(w′, r[T ]) · I[t′ ∈ r[T ]]
(5)

p(w|C) =
∑

r∈C c(w, r[T ])∑
w′
∑

r c(w′, r[T ])
(6)

p(t|C) =
∑

r∈C I[t ∈ r[T ]]∑
t′
∑

r∈C I[t′ ∈ r[T ]]
. (7)

Once the candidate tags are extracted, all the mutual information PMI(w,
t|C) can be computed and stored offline. This also improves the efficiency in
ranking. Computing the expectation of the mutual information could still be time
consuming if the vocabulary is large. To further improve the runtime efficiency,
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we ignore all the mutual information where PMI(w, t|C) < 0. We then select
the tags with largest f(t, d) as the suggested tags to a document d.

2.3 Further Discussion: Tagging Users and Beyond

Since eventually we are labeling language models, this method can be applied
to suggest tags for users, using the following user language model

p(w|u) =
∑

r c(w, r[T ]) · I[r[U ] = u]∑
w′
∑

r c(w′, r[T ]) · I[r[U ] = u]
. (8)

The same ranking function can be used to generate labels for this user language
model, by replacing p(w|d) with p(w|u) in Equation 4.

3 Experiments

Data. To show the effectiveness of our proposed methods, we collect two weeks
(02132007− 02262007) tagging records from a well known social bookmarking
website Del.icio.us2, There are 579,652 bookmarks, 20,138 users, and 111,381
distinct tagging words.

To test different ways of candidate tag generation, we also collect all the titles
of entries in Wikipedia, from the data snapshot of 10/18/2007. There are in total
5,836,166 entries extracted.

Candidate Tags: We explore three different ways of candidate tag generation.
For the first method, we simply use single words in the tagging logs as candidate
tags. For the second method, we extract significant bigrams from tagging logs
using Student’s T-Test. This was done using the N-gram Statistics Package [1].
We select the top 15,000 bigrams with the largest T-Score as the candidate tags.
The top ranked bigrams are presented in Table 1. For the third method, we use
all titles of Wikipedia entries as candidate tags.

Table 1. Top Bigrams from Tagging Logs

Bigrams with Highest T-score

css design software tools web webdesign mac osx

programming reference web web2.0 art design rails ruby

mp3 music tools web photo photography photography photos

It is easy to see that most of the top bigrams extracted from the tagging
logs are meaningful. However, they could overfit the log data, where some words
are user specific (e.g., webdesign), and some bigrams contain redundant words
(e.g., photo photography). Such problem does not show in Wikipedia entries.
However, only 48k such entry titles appear in the tagging logs, out of 5,836k.
2 http://del.icio.us/
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Tagging Web Documents: The first experiment designed is to suggest tags for
web documents. We select web documents with the largest number of bookmarks
in the tagging log collection, and automatically suggest tags for them. The results
are presented in Table 2. We present the top words in the document language
model p(w|d) estimated from the tagging logs in the second column. The right
three columns present system generated tag suggestions, using single words,
significant bigrams, and wikipedia titles as candidate tags, respectively.

There are several interesting discoveries from Table 2. First, simply using
top words in p(w|d) favors frequent terms, such as “web2.0”. These are not
desirable, because when a user uses it in the future trying to retrieve the docu-
ments, he has to spend much extra effort to target the web document from the
many documents bookmarked with “web2.0”. The labeling based method gives
much much better tag suggestions. In column 3, “pipes” seems a better tag than
“yahoo” because it captures the meaning of the url “http://pipes.yahoo.com”
more precisely. “youtube” seems more precise than all other words in column
2 for the url “http://www.youtube.com/watch?v=6gmP4nk0EOE”, which is a
video on youtube. “Palette” is a very interesting generalization of the mean-
ing of “http://kuler.adobe.com/,” which does not appear in the top words in
p(w|d). This is because the method we introduce tries to capture the meaning of
the whole language model (i.e., the expectation of similarity of a tag to all the
words), which thus generates more precise tags.

However, some tags are obscure or not meaningful. For example, “color,”
“photo,” and “editor” are obscure as tags, and “ajax,” “pipes,” “feeds” are am-
biguous which could mean quite different concepts. Some words are also too
domain specific and not so meaningful to the common audience (e.g., “dhtml,”
“comunidad”). All this is because single words are used as candidate tags.
When phrases (significant bigrams, wikipedia entry names) are used as candi-
date tags, we see that the system generates much more understandable sugges-
tions. Bigrams based tags are much more precise and interpretable. “Ajax code,”
“mashup pipes,” and “api feeds” remove the ambiguity of single words. “Pho-
tography tools,” “editor flickr,” and “color design” are also more precise than
“tools,” “photo,” “editor,” and “design”. However, some extracted phrases, such
as “xml youtube,” “adobe color,” “color colors,” and “css ajax,” are good tags
but not real phrases. In real life, people may not use such expressions. By using
wikipedia entry names as candidate tags, the suggestions are more meaningful
and understandable(e.g., “blog feeds, ” “javascript library,” “internet video,”
etc).

Tagging Users: We select 10 users with the largest number of bookmarks in
the tagging log collection, and automatically suggest tags for them. The results
are presented in Table 3.

There are also interesting findings from the tag suggestions for web users.
Based on user preference analysis, a suggested tag can help user to find interest-
ing web documents that other people bookmarked with this tag. The preference
of a user is presented with a language model estimated from his own tags in
column 2. We see that our algorithm suggests interesting tags to the user, pre-
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Table 2. Tag Suggestions for Web Documents

URLs LM p(w|d) Tag = Word Tag = Bigram Tag = Wiki Entry
yahoo pipes feeds mashup pipes
rss feeds mashup pipes yahoo
web2.0 yahoo web2.0 yahoo mashup

http://pipes.yahoo.com/ mashup mashup rss web2.0 rss
386 bookmarks feeds rss mashup rss syndication

programming syndication api feeds mashups
pipes mashups pipes programming blog feeds
ajax ajax ajax code ajax
javascript dhtml code javascript dhtml
web2.0 javascript javascript ajax javascript

http://www.miniajax.com/ webdesign moo.fx javascript web2.0 moo.fx
349 bookmarks programming dragdrop css ajax javascript library

code phototype programming web2.0 javascript framework
webdev autosuggest javascript programming ajax framework
color color adobe color color
design colour color design colour
webdesign palette color colour palette

http://kuler.adobe.com/ tools colorscheme color colors web color
158 bookmarks adobe colours colour desgin colours

graphics picker inspiration palete cor
flash cor webdesign color rgb
web2.0 youtube xml youtube internet video
video revver web2.0 youtube youtube
youtube vodcast video web2.0 revver

http://www.youtube.com/ web primer web2.0 xml research video
watch?v=6gmP4nk0EOE internet comunidad online presentation vodcast
157 bookmarks xml participation social video primer

community ethnograpy youtube video p2p TV
photo photo editor flickr photo
photography resize editor online resize
tools flickr online photo flickr

http://www.picnik.com/ editor editor editor photo editor
149 bookmarks online edit photography tools edit

web2.0 editing photo tools editing
flickr crop editor image crop

Table 3. Tag Suggestions for Web Users

Users LM p(w|d) Tag = Bigram Tag = Wiki Entry
photography art photography art photography
art photography portraits photoblog
portraits digital flickr portraits

User1 tools photoblog photography photography
web art photo landscapes
design flickr photography flickr
geek weblog wordpress art contest
humor geek hack network programming
programming humor programming tweak
photography hack hacking hacking

User2 blog networking programming security
webdesign geek html geek humor
security geek hacking sysadmin
funny reference security digitalcamera
games arg games arg
arg games puzzles games research
tools games internet games

User3 programming arg code puzzles
sudoku games sudoku storytelling
cryptography code generator code generator
software community games community games
web rubyonrails web javascript
reference css development css
css brower development webdev

User4 development development editor xhtml
rubyonrails development forum dhtml
tools development firefox css3
design javascript tools dom
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sented in column 3 and 4. Tag “art photography” matches user 1’s interests. If
there’s tags like “digital flickr” and “art contest”, he is also likely to be inter-
ested. This also indicates an opportunity of personalized online advertisements.
The interests of user 2 are actually a mixture of several themes. From column
4, we clearly see that “network programming” and “geek humor” are good sug-
gestions to such themes. However, if there is a tag “humor programming” from
other users (although looks weird in reality), which perfectly matches different
aspects of his interests, he is very likely to explore such a tag. Similarly, we see
that user 3 likes games and programming related content, and user 4 likes web
development. Our methods suggest very highly relevant and understandable tags
to them.

4 Related Work

Recently, researchers have started to realize the importance of social bookmark-
ing. This leads to the exploration of tagging logs in different ways [4,9,3,7,6,14].
Most work are focusing on utilizing social tags, instead of suggesting tags. Folk-
sonomy [9], tagging visualization [3], and spam detection for tagging system [7]
are some of such examples. [2] utilizes social tags to help summarization. [6]
explores search and ranking in tagging systems. [14] first uses tagging logs to
help web search, and [5] gives an empirical justification of helping search with
tagging logs. [10] introduced a duality hypothesis of search and tagging, which
gives a theoretical justification of using tags to help search tasks. However, none
of this work explores the problem of suggesting tags for web documents, or for
web users. To the best of our knowledge, automatic bookmark suggestion is not
well addressed in existing literature. The only work we are aware of is collabora-
tive tag suggestion described in [13]. They discussed the desirable properties of
suggested tags, however their tagging approach is not based on any probabilistic
models and rather ad hoc.

The probabilistic language modeling framework for tagging is motivated by
the well known language modeling approach in the information retrieval commu-
nity. In particular, [11] has proposed to assign meaningful labels to multinomial
topic models. We adapted the technique to the novel problem of tag suggestion,
and generate meaningful tags for web documents and web users.

This paper is also related to early work on suggesting index terms for library
documents [12]. However, all such work are based on content of documents, and
is not appropriate for social bookmarking systems, where the content of web
pages are hard to keep track of but rich tagging log is available.

5 Conclusions

In this work, we formally define the problem of tag suggestion for social book-
marking systems, and present a probabilistic approach to automatically generate
and rank meaningful tags for web documents and web users. Empirical exper-
iments show that our proposed methods are effective to extract relevant and
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meaningful tag suggestions. Such a technique could be applied to other inter-
esting mining problems, such as ad term suggestion for online advertisement
systems, and people tagging in social network applications. There are quite a
few potential future directions, such as tag suggestion over time, personalized
tag suggestion, and collaborative tag suggestion are all among the good exam-
ples. Another line of future work is to design a way to quantitative evaluate tag
suggestion algorithms.
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Abstract. In this paper, a novel approach of data field is proposed to discover 
the action pattern of real-time person tracking, and potential function is pre-
sented to find out the power of a person with suspicious action.  Firstly, a data 
field on the first feature is used to find the individual attributes, associated with 
the velocity, direction changing frequency and appearance frequency respec-
tively.  Secondly, the common characteristic of each attribute is obtained by the 
data field on the main feature from the data field created before. Thirdly, the 
weighted Euclidean distance classifier is used to identify whether a person is a 
suspect or not. Finally, the results of the experiment show that the proposed 
way is feasible and effective in action mining. 

1   Introduction 

Real-time person tracking in known environments has recently become an active area 
of research in computer vision.  A number of scholars have devoted to such field and 
lots of successful approaches have investigated to human tracking and modeling, 
many of them being able to discern pose in addition to differentiating between indi-
viduals [1]. Where the images of sufficient quality are available, it is also possible to 
perform detailed analysis such as face-recognition [2]. Several systems to do this have 
exploited visual information, particularly for automatic camera control [3].  Other 
systems have used person tracking to guide biometric acquisition [4]. Calibrated 
multi-camera systems have been used for person localization and more detailed tracking 
of heads, hands and full articulated body tracking [5].  However, most contributions are 
to find and follow people’s head, hands and body, not to find the people’s action.  

As abovementioned, we propose a new way to judge a person whether he/she is a 
suspect or not in real-time person tracking. The rest of this paper is organized as fol-
lows. Data field is presented in section 2. And section 3 gives an overall about person 
tracking on action mining.  Data acquisition is studied in section 4, where the pre-
processing and normalization are also introduced. In section 5 a new way is given to 
describe and measure the features of each person. Two different kinds of data fields 
are investigated there. Identification and analysis are addressed in section 6.  A short 
conclusion is finally given in section 7. 
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2   Data Field 

Identifying suspect in this paper concerns data field.  In this section we provide back-
ground on the theory of data field and potential function in the universe of discourse. 

Data field is given to describe how the data essentials are diffused from the uni-
verse of sample to the universe of discourse.  And its potential function is to discover 
the power of an item in the universe of discourse.  It assumes that all observed data in 
the universe of discourse will radiate their data energies and also be influenced by 
others.  The power of the data field may be measured by its potential with a field 
function [6].  For a single data field created by sample A, the potential of a point x1 in 
the universe of discourse can be computed by: 
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Where, ‖x-x1‖is the distance between A and x1, m (m≥0) denotes the power of A 
and σ indicates the influential factors.  Usually, ‖x-x1‖ is Euclidean norm.  The 
influential factors σ, e.g. radiation brightness, radiation gene, data amount, space 
between the neighbor isopotentials, grid density of Descartes coordinate, and so on, 
all make their contributions to the data field.  It is obvious that the potential of point 
x1 would become lower if the distance between A and x1 got further.   

In general, there exists more than one sample in the universe of discourse.  In such 
case, to obtain the power of one point, all energies from every sample should be con-
cerned.  Because of overlap, the potential of each point in the universe of discourse is 
the sum of all potentials [6].  Referring to the potential function (1), the potential can 
be calculated by: 
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Where, the sum is over all the sample points. 

 

Fig. 1. (a) one-point data field; (b) multi-point data field 

In Fig. 1, (a) shows a one-point data field, and (b) shows a multi-point data field. 
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3   Person Tracking on Action Mining   

Data mining is to extract previously unknown, potentially useful, and ultimately un-
derstandable patterns from large database or data sets.  It is a discovered process from 
raw data to information, and to interesting knowledge [6, 7]. 

Action mining has been a field of particular interest with discovering the action 
pattern of moving objects, and turning the pattern into knowledge.  Person tracking, 
as an application of action mining, is a branch of detecting the moving targets, which 
is the focus of image understanding and computer vision.   

We propose a new method to real-time person tracking using data field.  As a 
whole, Fig. 2 shows the process on how to find a suspicious person.  We divide it into 
two different aspects: one is for training sample while the other is for identifying 
suspicious object.  In the first part, four steps are applied to get sample sets for further 
classifier, associated with data acquisition, data preprocessing, personality extracting 
and main feature extracting.  After doing so, a suspicious object can be identified by 
the same steps. 

 

      

 Fig. 2. The process of identification                  Fig. 3. Background grids by proportion 

As the method above, first of all, we will have to choose the attributes of one per-
son that will be analyzed as observed data in data field.  Considering all the attributes, 
we choose three of them as a scale to measure each person.   

y The velocity: walking speed of each person.  The person’s movement is divided 
into intervals of one second to examine differences in walking speed.  In par-
ticular, when the person halts, the variance of walking speed tends to grow in 
proportion to the halt time. 

y The direction changing frequency: the number of changes in direction in the  
linearized walking data of each person.  Usually, a person straightly goes to 
their destination from the current position when acting with a goal in mind, if no 
obstacle prevents him/her from doing so.  In other words, a person will walk 
back and forth in a certain range, but would exhibit a detour or stop if they are in 
an unusual state or do not have a specific goal in mind, etc. 
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y The appearance frequency: the number of each person appearing in monitoring 
area. Commonly, a person ought not to show up in the same area again and 
again within a period of time. 

In addition to these three attributes, another attributes can be considered, such as 
category of action, appearing time.  The case we will present next is to identify suspi-
cious person in the waiting room at a railway station. 

4   Data Acquisition 

This section contains two steps: data source and data preprocessing.  The tracking data 
of each walking person were obtained by using a surveillance camera with a video, and 
preprocessed by using person-tracking system developed at Wuhan University. 

4.1   Data Source  

At the beginning of the method, the whole area in capture has to be divide into M*N 
grids by proportion, which contains M rows and N columns.  As the area we obtained 
is a square, the 500*500 grids (Fig. 3) will be presented in the experiment.  Fig. 3 
shows standardized grids on which the following analysis and processing are based. 
These color lines are people’s paths. 

In all observed circumstances, there are only four possibilities for people to enter 
the area: from east, from west, from south or from north.  So, the standardized rectan-
gular coordinates can be set through rotating background grids, i.e. take the canvas 90 
degrees clockwise rotation as one person enters the area from east.  

So far, the attributes what we want can be extracted through the method presented 
above, including the positional information.  

4.2   Data Preprocessing 

Because the data obtained before is dirty, data cleaning and normalization should be 
taken prior to others so as to improve the quality of data.  Above all, the three attrib-
utes as describing in section 3 and some other related data will be normalized.  Then 
three normalized data sets will be generated within a period of time in person-tracking 
system, which will be used for creating data fields.  

The data sets of these three attributes will be defined as follows:  

DV  = {(xj, yj , Vj)}, j=1, 2, …, m                                   (3) 

DV describes the data sets of instantaneous velocity gained at regular intervals.  Vj 
is the instantaneous velocity at the position (xj, yj) (see section 4.1).  

DDCF = {(xi, yi , Ci)}, i=1, 2, …, n                                  (4) 

DDCF denotes the data sets of the direction changing frequency.  Ci is the total of 
changing, which is obtained within a spell of time T1.  How long the best length is 
will be depended on the fact, to adjust longer for the festivals and shorter for normal 
days. 15 minutes are set here. 

DAF  = {(xk, yk , Ak)}, k=1, 2, …, p                               (5) 
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DAF indicates the data sets of appearance frequency.  Ak is the number of appearing 
at the point (xk, yk) got among a period of time, usually at least twice more than T1. 
One half hour is considered here. 

For the sake of convenience and two people not to make the same path, DV, DDCF, 
and DAF should be normalized as follows: 
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By now, data acquisition has been done and next is to find the feature both in per-
sonality and in common. 

5   Feature Extracting 

To find the different feature, two kinds of data fields will be created here.  Data field 
on the first feature is to describe the three attributes on each person.  This kind of data 
field can just express the personality respectively, because there are not two observed 
objects to make the same behavior.  By extracting the extremum and important isopo-
tentials in the data field on the first feature, the other kind of data field can be created 
and they express the personality in common.  In this section, the feature of real-time 
people tracking will be found out with isopotentials. 

5.1   Personality Extracting 

The aim of the data field on the first feature is to find the individual features of each 

object.  Attributes here must have been preprocessed and normalized (section 4).  With 

the velocity, direction changing frequency and appearance frequency, three kinds of 

data fields are obtained here for each attribute. Take the velocity for example.  
First of all, groups of normalized data of three suspects are extracted. DV  =  

{( xj, yj , Vj)}, a group of the velocities is used to create feature data field.  Referring to 
equation (2), Vj is the value of m and ‖x- x1‖is the distance between x and the point 
(xj, yj).  Considering the potential function, set σ=2 so as to produce a better feature. 

For example, in Fig. 4, (a) and (b) show the first feature data field of two suspects 
(S1, S2) on velocity respectively. And figure (c) shows first feature data field of a 
valid person on velocity. 

The data field on the first feature describes the personality of each person.  And the 
features from such data field can be used to measure each person.  However, a kind of 
people may have some similarities.  So it is possible to extract the features in common 
for these two suspects, from which data field has been obtained in this step. 

5.2   Main Feature Extracting 

The data field on the main feature is to obtain the feature in common and it can ex-
press the similarity of one group.  By the data field on the first feature created above, 
it is necessary to pick up N local maximum potential values and their positions as the 
main features by: 
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The data field on the main feature for two (S1, S2) of the suspects is illustrated 
once again by equal potential lines.  In Fig. 4, (d) shows the main feature data field of 
tow suspects on the velocity.  The main features of other attributes can be obtained 
through the same way. 

 

 

Fig. 4. Data fields: (a) data field on the first feature of S1; (b) data field on the first feature of 
S2; (c) data field on the first feature of a valid person; (d) Data field on the main feature of two 
suspects 

From Fig. 4, (d) clearly shows that potential value is highly concentrated around 
the centre in the data radiation context.  And the potential in the edge of this area is 
declined fast to zero, which is suit for expressing the feature in common.  All the 
features above are stored in the feature database and the next work is to identify sus-
picious object by classifier.  



 Real-Time Person Tracking Based on Data Field 755 

6   Identification and Analysis 

Classifier is used for judging a new coming person whether he/she is a suspect or not. 
By now, essential features on data field have been stored in feature database.  The 
details for distinguishing a suspicious one are as bellow: 

Firstly, make sure that the attributes have been preprocessed and then do the data 
field on the first feature by section 5.1. Three kinds of data fields are obtained here.  
Secondly, extract the extremum and important isopotentials in the data fields on the 
first feature and consider them as main features.  After that, create a new kind of data 
field by those main features.  All data fields can be acquired and these metrics are the 
feature fields of person tracking path. Thirdly, combine with the sample features cre-
ated before and pairs of potentials can be gained.  Finally, use WED classifier to fulfil 
the identification task [8, 9].  The formulation of WED is written as follows: 

∑
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Where, i denotes the number of each group, ki is the weight of group i, fi, j means the 
potential in the position j of group i.  The ki can be given appropriate weight accord-
ing to the actual situation.  After setting threshold by WED, identification can be 
done. The object is valid when the threshold is less than that, or others are deemed to 
suspicious object. 

Under the above process on real-time person tracking, 100 samples are used in this 
experiment, including 15 suspicious people and 85 valid people.  The experiment is 
implemented by a tool developed in C++ (Fig. 2).   

The threshold is adjusted in different value by different time in a day.  The results 
show that the precision can achieve 92% when the threshold is set close to WED.  On 
the other hand, the precision is 81% if the threshold is set far away from WED. 

7   Conclusion 

Data field is proposed to real-time track person’s action pattern.  A new way in data 
mining is introduced to describe the metric of attribute according to the essential fea-
ture obtained by potential function. The first kind of fields, associated with direction 
changing frequency, velocity and appearance frequency respectively, are taken to 
express attributes.  Nevertheless, common characteristic of each attribute can be well 
measured by the data field on the main features.  Another important practical issue is 
classifier.  It helps to judge whether a new person is a suspect or not.  A better out-
come can be obtained by adjusting a proper threshold.  The experiment result shows 
that this new method is feasible and effective.  

Furthermore, by adding more valuable features, the accuracy may be improved. 
The proposed method may analyze the monitoring data automatically and find out the 
suspicious action intelligently. 
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